Stud. Univ. Babes-Bolyai Math. 61(2016), No. 4, 443-451

Abstract method of upper and lower solutions
and application to singular boundary value
problems

Radu Precup

Dedicated to Professor Ioan A. Rus on the occasion of his 80th anniversary

Abstract. The method of upper and lower solutions is presented for the fixed
point problem associated to operators which are compositions of a linear oper-
ator and a nonlinear mapping. Spectral properties of the linear part together
with growth and monotonicity properties of the nonlinear part are involved. An
application to singular boundary value problems is included.
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1. Introduction

One of the most useful methods for solving nonlinear equations arising from
mathematical modeling of real processes is the method of upper and lower solutions
(see [1], [2], [5], [6], [8], [10], [12], [13], [14]). It conmsists in localizing solutions of an
operator equation

u="Tu
in an order interval [ug,vg], where wg is a lower solution, i.e.
ug < Tug,
v is an upper solution, i.e.
vg > Ty,

and wug,v9 are comparable in the sense of order, that is wy < wvg. Thus a basic
problem is to find comparable lower and upper solutions. In this paper we present
such type of results for the abstract Hammerstein equation

u=ANu (1.1)
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in an ordered Banach space X. Here A is a linear operator and N is a nonlinear
mapping from X to X. Although the main motivation is in applications to real pro-
cesses from science and engineering, a general abstract method is essential in order
to understand unitarily particular results and to make clear the applicability of the
method to a specific problem.

2. Main results

The first result guarantees that the solutions of an equation u = A®wu simpler
than (1.1), are upper (lower) solutions for (1.1) provided that @ (respectively, N)
dominates N (respectively, ®).Throughout this paper we shall use the same symbol <
to denote the order relation in different ordered sets.

Theorem 2.1. Let X and Y be two ordered sets, N : X —'Y be any mapping and A :
Y — X be an increasing operator. Assume that there are D C X and ® : D — Y
such that

Nu < du  (respectively, Nu > du) (2.1)
for allw € D. Then any solution uw € D of the equation
u = Adu, (2.2)

if there is one, is an upper (respectively, lower) solution of the equation u = ANu.
Proof. Assume vy € D solves (2.2). Then, from (2.1) we have
N’UQ S (I)’Uo

and since A is increasing,
AN’U() § ACI)’UO = 9.

Hence vy is an upper solution. Similarly, if Nwu > ®u on D, then any solution of
(2.2) is a lower solution of the equation u = ANu. O
If in Theorem 2.1 we add linearity, then we obtain the following result.

Corollary 2.2. Let X, Y be ordered linear spaces, N : X — Y any mapping and
A:Y — X a linear increasing operator. Let Kx be the cone of all elements u of X
with u > 0. Assume there are ¢ € Ry and wg € Y such that

Nu < cu+ wp (2.3)
for all uwe Kx NY. Then any solution vy € Kx of the equation
u — cAu = Awyg (2.4)
is an upper solution of (1.1). If in addition,
=N (—u) < cu+ wy (2.5)

for all uwe Kx NY, then ug := —vg is a lower solution of (1.1).
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Proof. In Theorem 2.1 take D = Kx NY and ®u = cu+ wyp. For the second part of
the corollary, take D = (—Kx)NY, ®u = cu — wyp. O

Equation (2.4) suggests that more applicable results can be established if we
take into account the spectral properties of A.

Theorem 2.3. Let X be a Banach space ordered by a normal cone K. Assume that
A: X = X is a completely continuous linear operator whose non-zero eigenvalues
are positive and that A satisfies the weak mazimum principle

u—aAu=Aw, we K implies uve K (2.6)

for every « € (—o0, |A|_1). In addition assume that N : X — X is a continuous
mapping such that

Nu<cu+wy, N(—u)>—cu—wp (2.7)

for all uwe K and some 0<c< \A|71, wo € K, and there exists a € R4 such that
the operator

Nu+au is increasing on  [—vgp,vo] ,

where vy is the (unique) solution of the equation u— cAu = Awy.

Then equation (1.1) has at least one solution. Moreover, if the set Si (S-)
of all solutions u > 0 (respectively, u < 0) is nonempty, then it has a mazimal
(respectively, minimal) element.

Proof. First note that for any constant a < |A|71 , the operator I — aA is injective
(equivalently, bijective, according to the Fredholm’s alternative [4, p. 92]). Indeed,
otherwise for some u € X \ {0} one has u — aAu = 0. For « < 0 this is impossible
since all non-zero eigenvalues are assumed to be positive (here 1/a is a non-zero
eigenvalue). If « = 0, this equality is obviously impossible. It remains to discuss the
case a > 0. Then |u| = a|Au| < «|A| |u|, whence a > |A]™", a contradiction. Thus
our claim is proved.

Let v be the unique solution of the equation u — cAu = Awg.From (2.6) one
has wvg > 0. Now, (2.7) guarantees both (2.3), (2.5). Thus, by Corollary 2.2, v is
an upper solution and ug := —vg is a lower solution. Let

Nyou = Nu + au.
The equation © = ANw is equivalent to
u=(I+aA) " AN,u.
Let
T, = (I +aA) " AN,.
Clearly T, is completely continuous on [ug, vg]. Also T, is increasing on [ug, vg] since
N, is increasing by our hypothesis and (I 4+ aA)fl A is increasing as well. Indeed,

if we K and u:= (I +aA)”" Aw, then u+ aAu = Aw and by the weak maximum
principle u € K. Hence the linear operator (I + aA)f1 A is increasing. In addition

Ta’U() S V9. (28)
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To prove this denote wu := T,vg. Then
u+adu = ANvy+ aAvg = A(cvg + wy — h) + aAvg
= cAvg + Awg — Ah + aAvg = vg — Ah + aAvg
where h := cvg + wg — Nvg € K. Consequently
vo —u+ aA (vg —u) = Ah
and by the weak maximum principle vy — u > 0 which proves (2.8). Similarly,
ug < Thug.

Let u*,v* be the minimal, respectively maximal solution in [ug, vg] as guaranteed by
the Monotone Iterative Principle (see [9] and [13]). One has

—vg < u* <v* <.
We now show that if w € K solves w = ANw, then w < vy. Indeed, from
w=ANw = A(cw+wy — h) = cAw + Awy — Ah,
where h := cw + wg — Nw € K, and
vy = cAvg + Awy, (2.9)
by subtraction, we obtain
vg — w — cA (vg — w) = Ah.

Then by the weak maximum principle, vg — w > 0 and so w € [0,vg]. Consequently
w < v*. Hence v* is maximal in S;. Similarly, if w € —K and w = ANw, then
—vg < w. Hence u* is minimal in S_. O

For our next theorem, an existence and localization result of a nonnegative non-
zero solution, we assume that X is a Hilbert space with inner product and norm
(,.), || ordered by a normal cone K, which is also a vector lattice with respect to
the order relation introduced by K. Then any element z € X can be written as a
difference of two elements z©,x~of K, that is x = 2+ — 2, where z7 =2V 0 and
2~ = (—2) V0. Thus for an element = one has x > 0, if and only if = = 0. We also
assume that

(z, y) =20 forall z,y € K and (2%, 27) =0 for every z € X. (2.10)

We also note that if A : X — X is a completely continuous positive (with
(Au, u) > 0 for all u € X) self-adjoint linear operator, then there exists u; € X,
|ui| = 1, such that

Al = (Au, ui). (2.11)
This follows from the characterization of the norm of self-adjoint linear operators:
A
A — sup (4 )

w0 |ul®
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Since (2, 27) = 0 for every z € X, we have |uj +u; | = |uf —uy| = 1. Also if
A(K) C K, then
Al = (A —up), wf —uy)
= (Aui", uy ) (Aul, 1_) (Auf', U1_)
< (Auf, uf) + (Aup, uy) +2 (Auf, uy)
(A(uf +uy), uf +uy) <4 |uf+u1_|2
= Al

Hence in (2.11) we may assume that u; > 0 (otherwise, replace u; by uf + uj).

Theorem 2.4. Let A: X — X be a completely continuous positive self-adjoint linear
operator such that weak maximum principle (2.6) holds, and let N : X — X be any
continuous mapping such that N (0) =0,

Nu < cu+ wy (2.12)
for all we K and some 0<c< |A|_1 , wo > u1, and
N (euy) > e|A| " uy (2.13)
for all € € [0,e9] and some g9 > 0. Here wuy € K, |u1| =1 and (Auq, uy) = |A4|.
In addition assume that there exists a € Ry with
Nu+ au increasing on [0,vo],
where vy is the (unique) solution of the equation u — cAu = Awg. Then equation

(1.1) has a mazimal solution in K \ {0} .

Proof. First note that the non-zero eigenvalues of A are positive since A is positive.
As above, the unique solution vg of the equation u—cAu = Awyg is an upper solution
of the equation u = ANwu. Since N (0) = 0, the null element is a solution, and
so a lower solution. Now we apply the Monotone Iterative Principle to deduce the
existence of a maximal fixed point v* in [0, vg] of the operator

= (I +aA) " AN,.

As in the proof of Theorem 2.3 we can show that v* is maximal in the set of all
nonnegative solutions. To show that v* # 0, we prove that v* is the maximal fixed
point of T, in an order subinterval [ug,vg] C [0,vo] with ug # 0.

For any fixed v € X we consider the function

(A (ur + tv), ug +tv)
luy + tol®

g(t)=

i

which can be defined on a neighborhood of ¢ = 0. This function attains its maximum
|A| at ¢ =0, so ¢’ (0) = 0. Notice

g'(0) = 2[(Auy, v) — |A] (w1, v)].

Hence
= |A|7" Ay
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(i.e., |A| is the largest eigenvalue of A and wu; is an eigenvector). Let ug = euq,
where 0 < ¢ < gg. Clearly

ug >0, wuyg#0, wug= \A|_1Au0.
Using (2.13), we deduce
wo = |A 7 Aug=A (|A|’1 uo)
< ANuy.
Thus wug is a lower solution of u = ANwu. Also, from
vg = cAvg + Awg, ug = |A\_1 Auyg,

we have

cA (vg — up) + (c - |A|_1) Aug + Aw.

Vg — Up
= cA(vg—u)+A [(c— |A|71) Ug +w0} :
Since wg > u1, we may write wg = uy + h, where h = wyg — u; € K. Then
vO—UO:cA(vO—u0)+A[<<c—|A|71>5+1)u1+h}.

Now we choose € > 0 small enough so that (c - \A|_1) €+1>0. Then

((c - |A|71> €+ 1) up € K
and
((c— |A|_1)5—|—1) up+hek

too, and by the maximum principle, v — ug > 0. Next we apply the Monotone
Tterative Principle to deduce the existence of a maximal fixed point in [ug, vg] of Ty.
Clearly it is equal to v*. O
Remark 2.5. Under the assumptions on X from Theorem 2.4, the weak maximum
principle holds for A on (—oo, |A\71> if it holds on (—o0,0].

Indeed, if (2.6) holds on (—o0,0], then, in particular (take o = 0 in (2.6))
A(K) C K. Furthermore, assume « € (O, |A\71> and u :=v —aAv € K. We have

to show that v > 0, equivalently v~ = 0. Assume the contrary, i.e. v~ # 0. Then if
we multiply by v~ and we use (2.10), we obtain

0 < (vf, u) = (vf, v) —oz(v*, Av)
= (v*, v+)f|v*|2fa(v*, Av+)+a(v*, Av*)
< —|v*‘2+a(v*, Av*).

It follows that

2
]
~ (v, Av)’
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1
But (v—, Av™) < |A] \v_\g. Then o > —, a contradiction. Thus v~ = 0.

Al

3. Application to singular boundary value problems

We shall apply the above results to the boundary value problem for a singular
second order differential equation

(pu’) (0) =0 (3.1)

1
where p € C[0,1] N C*(0,1) with p > 0 on (0,1), / Z%dt < oo and ¢ €
L*>([0,1],R4). The equation is singular if p is zero at 2 =0 or/and ¢ = 1. Such
kind of problems are in connection with radial solutions to stationary diffusion and
waves equations and arise from mathematical modelling of many processes in physics
and biology [3], [7], [11].

By a solution of (3.1) we mean a function u € C'[0,1]NC*(0,1), with pu’ €
AC'[0,1] which satisfies the differential equation for almost every ¢ € (0,1).

Let X = L210,1] with inner product and norm

1 1
(u,v) = / puvdt, |ul= (/ D uzdt)
0 0

Clearly, X is vector lattice ordered by the regular (hence, normal) cone K of all
nonnegative functions, with the additional property (2.10).
Denote Lu = (pu')’, where

1/2

_1
P
D(L) = {ueC0,1]nC*(0,1): pu’ € AC[0,1],
Lu € L2[0,1], (pu')(0) =wu (1) =0}.
It is easy to see that for every h € L2 [0,1] there is a unique u € D (L) with Lu = h,

and
u(t):/tlp(ls) /Osp(r)h(r)des.

Let A be the inverse of L, more exactly

A:LIQ, [0,1] —>L12) [0,1], (Ah) (t)z/t p(ls)/osp(T)h(T)des.

We note that A has all the required properties, i.e., it is completely continuous,
positive, self-adjoint (see e.g. [11]) and satisfies the weak maximum principle. To
prove the last property, according to Remark 2.5, it is sufficient to show that (2.6)
holds for a < 0. For a = 0 this trivially holds as follows looking at the expression of
A. Let @« < 0 and let v — aAu = Aw for some w € K. Then

{ —%(pu’)/—au:w, 0<t<1

w(1) = (pu') (0) = 0. 32
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Suppose that u ¢ K. Then there would be an interval [a,b], 0 < a < b < 1 such that
u < 0 in (a,b), u(b)=0 and
eithera = 0, or 0 <aandu(a)=0.
Then on [a, b], one has —% (pu') >0, i.e. (pu')’ < 0. Hence pu’ is decreasing on [a, b]
and since (pu’) (b) > 0, we must have pu’ > 0 on [a, b] . Then w is increasing and since

u (b) =0, we have u (a) < 0. Hence a = 0 and u < 0 in (0,b) . Now integration from
0 to b in (3.2) gives

~) 0o [ " pudt / * ot

Since fobpwdt >0 and afobpudt > 0, we deduce (pu') (b) < 0, a contradiction.
Therefore u >0 in [0,1].
Theorem 3.1. Assume f € C' (R) and

f(x)

X

lim sup

<A™ gl g 0. - (3.3)

Then problem (3.1) has at least one solution. Moreover, if the set Sy (S-) of all so-
lutions u > 0 (respectively, u < 0) is nonempty, then it has a mazimal (respectively,
minimal) element.

Proof. From (3.3) we can find a ¢g € (O, |A| ! |q|£i[o)1]) and a g > 0 such that

[f (@) <colz| for |z|>p.
Next the continuity of f on [—u,p] guarantees the existence of a ¢; > 0 with
If (@) <er on [—p,p].
Thus
If ()] <colx|+e1 forall z€R. (3.4)
This implies that the mapping
N (u)(t) =q(t) f(u(t))

is well-defined and continuous from L2 [0,1] to itself and
[Nulap0,1) < ldlpeeio,1y (CO lulapo) + 1 |1|Lg[0,1]) :
On the other hand, if u € K = L2 ([0,1],R4), then (3.4) guarantees
N(u) <cu+wy and — N (—u) < cu+ wy,

where ¢ = colq|pecpq) < |A|™" and wo = ¢ 1a] poop0,1) -

If v is the (unique) solution of the equation w — cAu = Awg, then vy €
C([0,1],R4+) and so 0 < wg () < M for all ¢t € [0,1] and some M > 0. Function f
being C*, there is a number a € R, such that

|4l o /' (#) +a >0 forall ze[-M, M].
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Consequently, N (u)+ au is an increasing operator on [—vg,vp] and we may apply
Theorem 2.3. g
Finally Theorem 2.4 yields the following result.

Theorem 3.2. Assume q=1, f € C* (R,R), f(0) =0 and

nmsupM <A™t < f(0).

T—00 x

Then problem (3.1) has a maximal positive solution.
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