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#### Abstract

We use inverse Padé interpolation to find a fourth order method for the solution of scalar nonlinear equations. Our approach is based on Computer Algebra. Maple Computer Algebra system assisted us to find the method and to establish its order.


Mathematics Subject Classification (2010): 65H05, 65 Y 99.
Keywords: Nonlinear equations, inverse interpolation, Computer Algebra.

## 1. Introduction

Suppose we wish to approximate the solution of the nonlinear equation

$$
\begin{equation*}
f(x)=0 \tag{1.1}
\end{equation*}
$$

where $f: \Omega \subseteq \mathbb{R} \rightarrow \mathbb{R}$. Let $\alpha$ be a solution of (1.1).
Suppose there exists $g=f^{-1}$ on a neighbourhood $V$ of $\alpha$. The inverse interpolation consists of approximating

$$
\alpha=g(0),
$$

by the value of an interpolant $\widehat{g}$ for $g$ at 0

$$
\alpha \approx \widehat{g}(0)
$$

In this paper we will use inverse Padé interpolation. Let $\mathcal{R}_{m, n}$ be the set of rational functions with numerator degree $m$ and denominator degree $n$. Suppose $f$ has a formal Taylor series

$$
f(z)=c_{0}+c_{1} z+c_{2} z^{2}+\cdots
$$

For any pair of natural numbers $(m, n), r_{m n} \in \mathcal{R}_{m, n}$ is the type $(m, n)$ Padé approximant to $f$ if their Taylor series at $z=0$ agree as far as possible:

$$
\begin{equation*}
\left(f-r_{m n}\right)(z)=O\left(z^{\max }\right) \tag{1.2}
\end{equation*}
$$

The formula we look for will have the form

$$
\begin{equation*}
x_{k+1}=r_{m n}\left(x_{k}\right), k=0,1, \ldots \tag{1.3}
\end{equation*}
$$

For details on inverse interpolation see $[1,5,7]$. The paper [7] uses rational interpolation to derive methods for the solution of scalar nonlinear equations.

The paper is structured as follows. The second section establishes the formula, its order and the efficiency index. The third section studies the convergence by using a fixed point approach. The next section gives a MATLAB implementation. Finally, the last section gives two numerical examples and compares the new method to Newton and Halley methods respectively.

## 2. The formula and its order

We use the Maple package numapprox (see [4, 6]). Let us start with a (1, 1)-degree inverse Padé interpolation.

```
> restart;
> with(numapprox):
> eval(pade((f@@(-1))(y),y=f(x),[1,1]),y=0);
    1/2 }\frac{4x(\textrm{D}(f)(x)\mp@subsup{)}{}{2}-(2(\mp@subsup{D}{}{(2)})(f)(x)x+4\textrm{D}(f)(x))f(x)}{2(\textrm{D}(f)(x)\mp@subsup{)}{}{2}-(\mp@subsup{D}{}{(2)})(f)(x)f(x)
> collect(%,x,simplify);
    x-2 }\frac{\textrm{D}(f)(x)f(x)}{2(\textrm{D}(f)(x)\mp@subsup{)}{}{2}-(\mp@subsup{D}{}{(2)})(f)(x)f(x)
```

We rewrite the formula as

$$
\Phi(x)=x-\frac{f(x)}{f^{\prime}(x)-\frac{f^{\prime \prime}(x) f(x)}{2 f^{\prime}(x)}}
$$

This is the well-known Halley's formula. This formula was obtained using direct Padé approximation in $[2,3]$.

The next step is to try a $(2,1)$-degree Padé formula.

```
> eval(pade((f@@(-1))(y),y=f(x),[2,1]),y=0):
> F1:=collect(%,x,simplify);
```

$F 1:=x-1 / 2 \frac{f(x)\left(6(\mathrm{D}(f)(x))^{2}\left(D^{(2)}\right)(f)(x)+2 \mathrm{D}(f)(x) f(x)\left(D^{(3)}\right)(f)(x)-3\left(\left(D^{(2)}\right)(f)(x)\right)^{2} f(x)\right)}{\mathrm{D}(f)(x)\left(3(\mathrm{D}(f)(x))^{2}\left(D^{(2)}\right)(f)(x)+\mathrm{D}(f)(x) f(x)\left(D^{(3)}\right)(f)(x)-3\left(\left(D^{(2)}\right)(f)(x)\right)^{2} f(x)\right)}$
Rewrite the previous formula as

$$
\begin{equation*}
\Phi(x)=x-\frac{f(x)}{f^{\prime}(x)}\left\{1+\frac{\frac{1}{2}}{\frac{f^{\prime}(x)}{f^{\prime \prime}(x)}\left[\frac{f^{\prime}(x)}{f(x)}+\frac{f^{\prime \prime \prime}(x)}{3 f^{\prime \prime}(x)}\right]-1}\right\} \tag{2.1}
\end{equation*}
$$

The formula (2.1) is equivalent to F1 from previous Maple code.

```
> FF:=x-f(x)/D(f)(x)*(1+(1/2)/((D(f)(x)/(D@@2) (f) (x))*(D(f)(x)/f(x)+
> (D@@3)(f)(x)/(3*(D@@2)(f)(x)))-1)):
> simplify(F1-FF);
```

                    0
    We compute the order of (2.1) as follows:

```
> Phi:=unapply(F1,x);
```

            \(\Phi:=x \mapsto x-1 / 6 \frac{\left(x^{3}-a\right)\left(324 x^{5}-72 x^{2}\left(x^{3}-a\right)\right)}{x^{2}\left(162 x^{5}-90 x^{2}\left(x^{3}-a\right)\right)}\)
    $>$ simplify (Phi(alpha),[f(alpha)=0]);
$\alpha$
$>$ simplify(D(Phi)(alpha),[f(alpha)=0]);
0
$>$ simplify ((D@@2)(Phi)(alpha),[f(alpha)=0]);
0
> simplify((D@@3)(Phi)(alpha),[f(alpha)=0]);
0
$>$ simplify $($ (D@@4) (Phi) (alpha), $[\mathrm{f}($ alpha $)=0])$;
$1 / 3 \frac{\left(3\left(D^{(2)}\right)(f)(\alpha)\left(D^{(4)}\right)(f)(\alpha)-4\left(\left(D^{(3)}\right)(f)(\alpha)\right)^{2}\right)(\mathrm{D}(f)(\alpha))^{2}-6 \mathrm{D}(f)(\alpha)\left(\left(D^{(2)}\right)(f)(\alpha)\right)^{2}\left(D^{(3)}\right)(f)(\alpha)+9\left(\left(D^{(2)}\right)(f)(\alpha)\right)^{4}}{(\mathrm{D}(f)(\alpha))^{3}\left(D^{(2)}\right)(f)(\alpha)}$
The last expression is the asymptotic error constant. We write it as

$$
\begin{equation*}
C_{\alpha}=\frac{\left(3 f^{\prime \prime}(\alpha) f^{(4)}(\alpha)-4\left[f^{\prime \prime \prime}(\alpha)\right]^{2}\right) f^{\prime 2}(\alpha)-6 f^{\prime}(\alpha)\left[f^{\prime \prime}(\alpha)\right]^{2} f^{\prime \prime \prime}(\alpha)+9\left[f^{\prime \prime}(\alpha)\right]^{4}}{3\left[f^{\prime}(\alpha)\right]^{3} f^{\prime \prime}(\alpha)} \tag{2.2}
\end{equation*}
$$

The order of (2.1) is $d=4$, and the efficiency index is $4^{\frac{1}{4}}=\sqrt{2}$. See [5, Section 3.2] for a definition and properties of the efficiency index.

## 3. The convergence

Let $I_{\varepsilon}=\{x \in \Omega:|x-\alpha|<\varepsilon\}$ and

$$
\begin{equation*}
M(\varepsilon)=\max _{x \in I_{\varepsilon}}\left|\frac{\Phi^{(4)}(x)}{4!}\right| \tag{3.1}
\end{equation*}
$$

Theorem 3.1. If $\Phi \in C^{4}\left(I_{\varepsilon}\right)$ and

$$
\begin{equation*}
\varepsilon^{3} M(\varepsilon)<1 \tag{3.2}
\end{equation*}
$$

then
(a) $x_{n} \in I_{\varepsilon}, n=1,2,3 \ldots, \forall x_{0} \in I_{\varepsilon}$;
(b) $\lim _{n \rightarrow \infty} x_{n}=\alpha$.

Proof. (a) Since the method has order $d=4$ we have

$$
\begin{equation*}
e_{n+1} \leq C e_{n}^{4} \tag{3.3}
\end{equation*}
$$

where $e_{n}=\left|x_{n}-\alpha\right|$ and $M$ is given by (3.1). If $x_{0} \in I_{\varepsilon}$, the conclusion follows by using complete induction.
(b) From (3.3) using the Maple code

$$
\begin{array}{r}
>\text { rsolve }(\{\mathrm{e}(\mathrm{n}+1)=\mathrm{C} * \mathrm{e}(\mathrm{n}) \wedge 4, \mathrm{e}(0)=\mathrm{e} 0\}, \mathrm{e}(\mathrm{n})) ; \\
\frac{e 0^{4^{n}} C^{1 / 3 \cdot 4^{n}}}{\sqrt[3]{C}}
\end{array}
$$

it follows

$$
e_{n+1} \leq \frac{\left[\left(C e_{0}^{3}\right)^{4^{n}}\right]^{1 / 3}}{C^{1 / 3}}
$$

The right hand side tends to 0 if $C e_{0}^{3}<1$ which is equivalent to (3.2).
[1, Theorem 26.1.4, pag. 317] leads us to the same conclusion.

## 4. Implementation

The function invPade gives a MATLAB implementation for the formula (2.1). The meaning of the input and output parameters are explained in function header.

```
function [y,ni]=invPade(f, fp1, fp2, fp3, x0, ea, er, nmax)
%INVPADE - solution of f(x) = 0 by inverse Pade interpolation
%f, fp1, fp2, fp3 - f and its derivatives
%x0 - starting value
%ea, er - absolute and relative error
%nmax - maximum number of iterations
%y - result
%ni - #iterations
if nargin < 8, nmax=50; end;
if nargin < 7, er=0; end
if nargin < 6, ea=1e-4; end
for k=1:nmax
    f0=f(x0); f1=fp1(x0); f2=fp2(x0); f3=fp3(x0);
    ffp=f0/f1; ifp=f1/f0;
    x1=x0-ffp*(1+0.5/(f1/f2*(ifp+f3/3/f2)-1));
    if abs(x1-x0)<ea+er*abs(x1) %success
        y=x1; ni=k;
        return
    end
    x0=x1;
end
error('max #iterations exceeded')
```


## 5. Numerical examples

We tested our implementation at the computation of $\sqrt[3]{a}$. We compared our method to Newton and Halley method, respectively. See the source below. We took $a=201$.
$\mathrm{a}=$ input('a=');
$\mathrm{f}=@(\mathrm{x}) \mathrm{x}^{\wedge} 3-\mathrm{a}$;
fd1 $=@(x) 3 * x^{\wedge} 2$;
$\mathrm{fd} 2=@(\mathrm{x}) 6 * \mathrm{x}$;
fd3 = @(x) 6;
$[z 0, \mathrm{ni} 0]=$ Newton $(\mathrm{f}, \mathrm{fd} 1,(\mathrm{a}+2) / 3,0, \mathrm{eps}, 100)$
[z1,ni1]=Halley(f,fd1,fd2,(a+2)/3, 0, eps, 100)
[z2,ni2]=invPade(f,fd1,fd2,fd3,(a+2)/3, 0, eps, 100)
z0 =
5.857766002650652
ni0 $=$
12
z1 =
5.857766002650653
ni1 $=$
8
z2 =
5.857766002650652
ni2 $=$
6
In order to compute the result with a relative error of machine epsilon and the starting value $x_{0}=(a+2) / 3$, inverse Padé method requires 6 iteration, while Newton and Halley method require 12 and 8 iterations respectively.

The second example solves numerically the equation

$$
x e^{x}+x^{2}-6=0
$$

```
g = @(x) x*exp(x)+x^2-6;
gd1 = @(x) (x+1)*exp(x)+2*x;
gd2 = @(x) 2+(x+2)*exp(x);
gd3 = @(x) (x+3)*exp(x);
tic
[z0,ni0]=Newton(g,gd1,5, 0, eps,100);
t0=toc;
tic
[z1,ni1]=Halley(g,gd1,gd2, 5, 0, eps,100);
t1=toc;
tic
```

```
[z2,ni2]=invPade(g,gd1,gd2,gd3, 5, 0, eps,100);
t2=toc;
fprintf('Newton, z=%17.15f, ni=%2d, elapsed time=%f\n',z0,ni0,t0)
fprintf('Halley, z=%17.15f, ni=%2d, elapsed time=%f\n',z1,ni1,t1)
fprintf('Inv. Pade, z=%17.15f, ni=%2d, elapsed time=%f\n',z2,ni2,t2)
Newton, z=1.257169468081542, ni=11, elapsed time=0.000570
Halley, z=1.257169468081542, ni= 6, elapsed time=0.000560
Inv. Pade, z=1.257169468081542, ni= 5, elapsed time=0.000549
```

For a relative tolerance equal to machine epsilon and a starting value $x_{0}=5$, the inverse Padé method requires 5 iterations, while Newton and Halley method require 11 and 6 iterations, respectively.
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