# Various results in relation with the hypergeometric equations and the hypergeometric functions in the complex plane 

Hüseyin Irmak


#### Abstract

The main purpose of this investigation is to specify an extensive relation between the hypergeometric functions and the hypergeometric equations in the complex plane and then to point various implications of our main result, conclusion and also recommendations out. Mathematics Subject Classification (2010): 30A10, 34A40, 33C05, 33C20, 33C45, $30 \mathrm{C} 15,33 \mathrm{D} 15,30 \mathrm{D} 05,33 \mathrm{E} 20,34 \mathrm{~K} 06,37 \mathrm{~K} 20$.

Keywords: Complex plane, the second-order ordinary linear differential equation, the confluent hypergeometric equation, the confluent hypergeometric function, special functions defined by complex series, inequalities and equations in the complex plane.


## 1. Introduction, definitions and motivation

In this section, we first introduce the (Gauss) hypergeometric function, the (Gauss) hypergeometric differential equation and certain well-known relationship between them. We then focus on revealing some possible interesting results associating with certain novel and extensive relationships between them. In the light of the alleged results, we also remark that there are a number of important implications of our results between various (differential) equations and special functions in the complex plane.

The well-known hypergeometric functions (and also the hypergeometric differential equations) with complex (or real) variable have been attracting much more attention in the literature. This interest is due to its importance as solutions (or applications) of many applied problems in mathematics given by the references in [1]-[3], [8], [7], [12], [13], [14], [18], [30], [38], [39], [44]-[45] and [49], in Statistics and Probability given by [2], [11], [14], [21], [33] and [38], in physics [2], [3], [7], [11], [19],
[25] and [38], and also in the majority of engineering sciences given by [2], [5], [7], [9], [14], [17], [22], [24], [25], [33], [34], [38], [40], [43], [48], [50] and [51].

As is known, the hypergeometric functions (and also the functions being the solutions of hypergeometric differential equations) constitute a wide and important class of special functions with complex (or real) variable. In particularly, a great number of special functions of mathematical physics turn out to be hypergeometric function. In addition, multivariate hypergeometric functions can be introduced as solutions to certain overdetermined systems of linear partial differential equations with polynomial coefficients. In general, such systems of equations are of substantial independent interest and appear in several applications. The simplest ordinary differential equation of this kind is the Gauss hypergeometric equation in the literature. Any second-order linear differential equation with three regular singularities in the Riemann sphere can be also reduced to the Gauss equation by the help of a suitable change of the variables. For their details, it can be also checked the works given in [2], [5]-[6], [9], [10], [16], [17], [20], [23], [31], [32], [38]-[37], [41], [43]-[48], [50] and [51].

Since our main purpose in this scientific work is to reveal certain novel and/or non-linear relationships between the (Gauss, Gaussian or ordinary) hypergeometric functions and certain special functions in the complex plane, primarily, we have to remember certain basic information about the functions and the (differential) equations which are related to the mentioned topics and the related ones. In mathematics, we note that the hypergeometric function is a special function represented by series (or integral), which includes many other special functions as specific or limiting cases. This function is a solution of a second-order linear ordinary differential equation that every second-order linear ordinary differential equation with three singular points can be transformed into the related differential equation. For their details, let us now start by recalling (or introducing) the following information.

First of them, here and throughout this present work, firstly, we note that the well-known notations:

$$
\mathbb{N} \quad, \quad \mathbb{Z}^{-}, \quad \mathbb{R} \quad, \quad \mathbb{C} \quad \text { and } \quad \mathbb{U}
$$

denote the set of natural numbers, the set of negative integers, the set of real numbers, the set of complex numbers and the open unit disk in the complex plane, respectively.

The first important topic is related to the function set by the series, so let me know about it now. For this, the following functional series in the complex variable $z$, called the (Gauss, Gausian or ordinary) hypergeometric function, is denoted by any one of the notations: ${ }_{2} F_{1}(\alpha, \beta ; \gamma ; z), F(\alpha, \beta ; \gamma ; z)$ and $\mathbf{F}(\alpha, \beta ; \gamma ; z)$ and also defined by

$$
\begin{align*}
F(\alpha, \beta ; \gamma ; z) & =1+\frac{\alpha \beta}{\gamma} z+\frac{\alpha(\alpha+1) \beta(\beta+1)}{\gamma(\gamma+1)} \frac{z^{2}}{2!} \\
& +\frac{\alpha(\alpha+1)(\alpha+2) \beta(\beta+1)(\beta+2)}{\gamma(\gamma+1)(\gamma+2)} \frac{z^{3}}{3!}+\cdots \\
& =\sum_{n=0}^{\infty} \frac{(\alpha)_{n}(\beta)_{n}}{(\gamma)_{n}} \frac{z^{n}}{n!} \tag{1.1}
\end{align*}
$$

where $\alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-}, \beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}, \gamma \in \mathbb{C}-\mathbb{Z}_{0}^{-}$and $z \in \mathbb{C}$, and, in terms of the Gamma function $\Gamma(z)$, the (rising) Pochhammer symbol, i.e., the symbol $(v)_{n}$ is also defined by

$$
\begin{align*}
(v)_{n} & = \begin{cases}1 & (n=0) \\
v(v+1) \cdots(v+n-1) & (n \in \mathbb{N})\end{cases} \\
& =\frac{\Gamma(v+n)}{\Gamma(v)} \tag{1.2}
\end{align*}
$$

where $n \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ and $v \in \mathbb{C}-\mathbb{Z}_{0}^{-}$.
We here note that, as certain characteristic properties of the series in (1.1) together with (1.2), it is absolutely and uniformly convergent in the disk $\mathbb{U}$. The convergence also extends over the unit circle when $\Re e(\alpha+\beta-\gamma)<0$, it converges at all the points of the unit circle except the point $z=1$ when $0 \leq \Re e(\alpha+\beta-\gamma)<1$. Nevertheless, there exists an analytic continuation of the hypergeometric function in (1.1) to the exterior $|z|>1$ of the unit disk with the slit $(1, \infty)$. The function defined by the series in (1.1), namely, $F(\alpha, \beta ; \gamma ; z)$ is an univalent-analytic function in the complex plane with slit $(1, \infty)$. When $\alpha$ or $\beta$ are zero or negative integers, the series given (1.1) terminates after a finite number terms and the hypergeometric function is a polynomial in $z$. Further, when $n \in \mathbb{Z}_{0}^{-}$, the function given by (1.1) is not defined but the limit can be considered there.

It follows from (1.1) that

$$
\begin{equation*}
F(\alpha, \beta ; \gamma ; z)=F(\beta, \alpha ; \gamma ; z) \tag{1.3}
\end{equation*}
$$

and, in the light of the identity (1.2), it is easily shown that

$$
\begin{equation*}
\frac{d}{d z}(F(\alpha, \beta ; \gamma ; z))=\frac{\alpha \beta}{\gamma} F(\alpha, \beta ; \gamma ; z) \tag{1.4}
\end{equation*}
$$

and, more generally,

$$
\begin{equation*}
\frac{d^{n}}{d z^{n}}(F(\alpha, \beta ; \gamma ; z))=\frac{(\alpha)_{n}(\beta)_{n}}{(\gamma)_{n}} F(\alpha+n, \beta+n ; \gamma+n ; z) \tag{1.5}
\end{equation*}
$$

for all $n \in \mathbb{N}_{0}$. In particular, we note that the properties relating to the derivative given in (1.4) (or (1.5) will be useful in the simpler expression of complex statements for equations (or inequalities) stated by derivative(s).

The second important issue is associated with a homogenous differential equation in the complex plane. So, there is a need to present about it. For this, the function, given by the series in the form (1.1), is a solution of the following homogeneous differential equation given by:

$$
\begin{equation*}
z(1-z) \frac{d^{2} w}{d z^{2}}+[\gamma-(\alpha+\beta+1) z] \frac{d w}{d z}-\alpha \beta w(z)=0 \tag{1.6}
\end{equation*}
$$

where $\alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-}, \beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}, \gamma \in \mathbb{C}-\mathbb{Z}_{0}^{-}$and $z \in \mathbb{C}-[1, \infty)$.
The differential equation just above is also known as the (Euler's) hypergeometric differential equation in the literature. By a simple focusing, it can be easy seen that, for the equation in (1.6), there have three singular points, which are 0,1 and $\infty$.

Because of the important relation between the function given by (1.1) and the equation (1.6), there are a large number of the possible special functions specified by the function given (1.1) and, naturally, they will also include many significant relations with the differential equation in (1.6). We can now continue to determine those relations (or properties) in the second section.

## 2. Main result, comment and recommendations

As is known, the proof technique used in the proof of the theories is very important in the theoretical studies. A few examples given as in [27]-[29] are some of the proofs used in the complex functions theory, which is appropriate for the purpose of this study. As a different proof method will be used in this paper, in order to prove our main result, initially, we need to recall the following-well-known assertion (see [35] and [36]).

Lemma 2.1. Let a function $p(z)$ in the form:

$$
\begin{equation*}
p(z)=1+e_{n} z^{n}+e_{n+1} z^{n+1}+e_{n+2} z^{n+2}+\cdots \tag{2.1}
\end{equation*}
$$

be analytic in the open set:

$$
\mathbb{U}=\{z: z \in \mathbb{C} \text { and }|z|<1\}
$$

where $n \in \mathbb{N}$ and $e_{n} \in \mathbb{C}$.
If the function $p(z)$ is not with positive real part in $\mathbb{U}$, then there is a point $z_{0} \in \mathbb{U}$ such that

$$
\begin{equation*}
\left.p(z)\right|_{z=z_{0}}=i \lambda \quad \text { and }\left.\quad z \frac{d}{d z}(p(z))\right|_{z=z_{0}}=\mu \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda \in \mathbb{R}-\{0\} \quad, \quad \mu \in \mathbb{R} \quad \text { and } \quad \mu \leq-n \frac{1+\lambda^{2}}{2} \quad(n \in \mathbb{N}) \tag{2.3}
\end{equation*}
$$

Let us now introduce a third-order differential equations with (complex) variable coefficients in the complex plane, which will play an important role in our main result, as in the following form:

$$
\begin{align*}
(1-z) z^{2} \frac{d^{3} \omega}{d z^{3}} & +z[1+\gamma-(3+\alpha+\beta) z] \frac{d^{2} \omega}{d z^{2}} \\
& -(1+\alpha+\beta) z \frac{d \omega}{d z}=\alpha \beta \Phi(z) \tag{2.4}
\end{align*}
$$

where $z \in \mathbb{U}, \alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-}, \beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}$and $\gamma \in \mathbb{C}-\mathbb{Z}_{0}^{-}$. In special, note that, since the differential equation in (2.4) is the derivative of both sides of the equation in (1.6), clearly, both the function $w:=F(\alpha, \beta ; \gamma ; z)$ is the solution for the (complex) differential equation in (2.4) and the (complex) function $\Phi(z)$ is analytic in $\mathbb{U}$.

Theorem 2.2. Let the functions $\omega:=\omega(z)$ and $\Phi(z)$ be in the forms defined by (1.1) and (2.4), respectively. For any $z \in \mathbb{U}$ and for some $\alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-}$and $\beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}$, if
any one of the cases of the following inequality:

$$
\Re e(\alpha \beta \Phi(z))\left\{\begin{array}{lll}
>-\frac{\Re e(\alpha \beta)}{2} & \text { if } & \Re e(\alpha \beta) \geq 0  \tag{2.5}\\
<-\frac{\Re e(\alpha \beta)}{2} & \text { if } & \Re e(\alpha \beta) \leq 0
\end{array}\right.
$$

is satisfied, then

$$
\begin{equation*}
\Re e(\omega(z))>0 \quad(z \in \mathbb{U}) \tag{2.6}
\end{equation*}
$$

is also satisfied
Proof. Since the function $\omega \equiv \omega(z)$ has the form given by (1.1), it is a particular solution for the differential equation given by (1.6). By taking into account this fact, let us take $p(z)$ as

$$
\begin{equation*}
p(z)=\omega(z)(\equiv F(\alpha, \beta ; \gamma ; z)) \tag{2.7}
\end{equation*}
$$

to show that $\Re e(p(z))>0$ for all $z \in \mathbb{U}$.
It is clear that the function $\omega(z)$ both has the series form given by (1.6) and is analytic in the open set $\mathbb{U}$ of the complex plane. Therefore, the function $p(z)$ is also satisfies the conditions $p(0)=1$ and $n=1$, accentuated in Lemma 2.1.

It easily follows from (2.7) that

$$
\begin{equation*}
\frac{d}{d z}(p(z))=\frac{d \omega}{d z} \tag{2.8}
\end{equation*}
$$

and in consideration of the equation determined in (2.4), the following relationships:

$$
\begin{align*}
&(1-z) z^{2} \frac{d^{3} \omega}{d z^{3}}+z[1+\gamma-(3+\alpha+\beta) z] \frac{d^{2} \omega}{d z^{2}} \\
&-(1+\alpha+\beta) z \frac{d \omega}{d z}=\alpha \beta z \omega^{\prime}(z)  \tag{2.9}\\
& \equiv \alpha \beta \Phi(z) \quad(\text { say })
\end{align*}
$$

is easily identified, where $z \in \mathbb{U}, \alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-}$and $\beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}$.
Suppose now that the related function $p(z)$ is not with positive real part in the domain $\mathbb{U}$. In the circumstances, under the conditions (2.2) and (2.3) of Lemma 2.1, there is a point $z_{0} \in \mathbb{U}$ such that

$$
\left.p(z)\right|_{z=z_{0}}=p\left(z_{0}\right)=i \lambda \quad \text { and }\left.\quad z \frac{d}{d z}[p(z)]\right|_{z=z_{0}}=\mu
$$

where

$$
n=1 \quad, \quad \lambda \in \mathbb{R}-\{0\} \quad, \quad \mu \in \mathbb{R} \quad \text { and } \quad \mu \leq-\frac{1+\lambda^{2}}{2}
$$

Then, under favour of the assumptions above, from (2.9), it follows that

$$
\Re e\left(\alpha \beta \Phi\left(z_{0}\right)\right)=\mu \Re e(\alpha \beta)\left\{\begin{array}{lll}
\leq-\frac{\Re e(\alpha \beta)}{2} & \text { if } & \Re e(\alpha \beta) \geq 0 \\
\geq-\frac{\Re e(\alpha \beta)}{2} & \text { if } & \Re e(\alpha \beta) \leq 0
\end{array}\right.
$$

where

$$
\alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-} \quad, \quad \beta \in \mathbb{C}-\mathbb{Z}_{0}^{-} \quad \text { and } \quad \mu \leq-\frac{1+\lambda^{2}}{2} \quad(\lambda \in \mathbb{R}-\{0\})
$$

But, these cases above are contradictions, respectively, with the cases of the inequality, given in (2.5). Therefore, the function $p(z)$, defined by (2.7), immediately yields the the inequality given by (2.6). So, this completes the proof of Theorem 2.1.

As we indicated in the first section, the function $F(\alpha, \beta ; \gamma ; z)$ defined by (1.1) plays very important roles in mathematical analysis and its applications. Specially, it also enables us to solve many important and interesting problems, such as conformal mapping of triangular domains bounded by line segments or circular arcs and various problems of quantum mechanics. Most of the functions that occur during analysis (or searches) can be expressed with nearly special forms of the hypergeometric functions.

In order to emphasize the importance of our main result, we here think useful to provide some information again. Especially, the series representation in (1.1) gives researchers much more motivations for their investigations; that is, the fact that the elementary functions and several other important functions in mathematics can be stated in terms of hypergeometric functions. Moreover, hypergeometric functions can be described as solutions of special second order linear differential equations that we pointed out as the hypergeometric differential equations given as in (1.6). Afterwards, Riemann was the first to raise this idea and introduce a special symbol to classify hypergeometric functions by singularities and exponents of differential equations. As we have also noted in the section 1, the hypergeometric function is a solution of the hypergeometric differential equation given in (1.6). The generalization of this equation to three arbitrary regular singular points is given by Riemanns differential equation. Any second order differential equation with three regular singular points can be transformed to the hypergeometric differential equation by changing of its variable. For more information, see the works given by the references in [2], [5]-[6], [9], [10], [16], [17], [20], [23], [31], [32], [38]-[41] and [43]-[51]. Therefore, as a requirement of the above explanations, in view of the above those relationships between the function given in (1.1) and the equation given in (1.6) will be important for our novel investigation. For this reason, our main result and their implications have various novel and/or nonlinear relations between them. Moreover, the desired research can be further expanded, taking into consideration the derivatives mentioned in (1.4) (or (1.5) for all the possible results that can be obtained. Accordingly, to determine all those results will be determined by the related elementary and also special functions, we need first recall some extra information in relation with the related definitions in (1.1) and (1.6), which are in the following forms.
(i) Some of Elementary Functions:

$$
\begin{gather*}
(1+z)^{n}=F(-n, 1 ; 1 ;-z) \quad(z \in \mathbb{C})  \tag{2.10}\\
\frac{1}{1-z}=F(1,1 ; 1 ; z) \quad(z \in \mathbb{C}-\{0\})  \tag{2.11}\\
\cos (z)=F\left(1 / 2,-1 / 2 ; 1 / 1 ; \sin ^{2} z\right) \quad(z \in \mathbb{C})  \tag{2.12}\\
\ln (1+z)=z F(1,1 ; 2 ;-z) \quad(z \in \mathbb{C}-\{-1\})  \tag{2.13}\\
\ln \left(\frac{1+z}{1-z}\right)=2 z F\left(1 / 2,1 ; 3 / 2 ; z^{2}\right) \quad(z \in \mathbb{C}-\{ \pm 1\}), \tag{2.14}
\end{gather*}
$$

$$
\begin{gather*}
\exp (z)=\lim _{\beta \rightarrow \infty} F(1, \beta ; 1 ; z / \beta) \quad(z \in \mathbb{C})  \tag{2.15}\\
\arcsin (z)=z F\left(1 / 2,1 / 2 ; 3 / 2 ; z^{2}\right) \quad(z \in \mathbb{C}) \tag{2.16}
\end{gather*}
$$

and

$$
\begin{equation*}
\arctan (z)=z F\left(1 / 2,1 ; 3 / 2 ;-z^{2}\right) \quad(z \in \mathbb{C}) \tag{2.17}
\end{equation*}
$$

(ii) The Complete Elliptic Integrals of the First and Second Kinds:

$$
\begin{equation*}
K(z)=\frac{\pi}{2} F\left(1 / 2,1 / 2 ; 1 ;-z^{2}\right) \quad(z \in \mathbb{C}) \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
E(z)=\frac{\pi}{2} F\left(-1 / 2,1 / 2 ; 1 ;-z^{2}\right) \quad(z \in \mathbb{C}) \tag{2.19}
\end{equation*}
$$

(iii) The Adjoint Legendre Functions:

$$
\begin{gather*}
P_{m}^{n}(z)=\frac{(z+1)^{n / 2}}{(z-1)^{m / 2}} \frac{1}{\Gamma(1-n)} F\left(-n, n+1 ; 1-m ; \frac{1-z}{2}\right)  \tag{2.20}\\
\left(-n, m \in \mathbb{N}_{0} ; z \in \mathbb{C}\right)
\end{gather*}
$$

(iv) The Chebyshev Polynomials:

$$
\begin{equation*}
T_{n}(z)=F\left(-n, n ; \frac{1}{2} ; \frac{1-z}{2}\right) \quad\left(n \in \mathbb{N}_{0} ; z \in \mathbb{C}\right) \tag{2.21}
\end{equation*}
$$

(v) The Legendre Polynomials:

$$
\begin{equation*}
P_{n}(z)=F\left(-n, n+1 ; 1 ; \frac{1-z}{2}\right) \quad\left(n \in \mathbb{N}_{0} ; z \in \mathbb{C}\right) \tag{2.22}
\end{equation*}
$$

(vi) The Gegenbauer (Ultraspherical) Polynomials:

$$
\begin{gather*}
C_{n}^{\alpha}(z)=\frac{(1+\alpha)_{n}}{\Gamma(n+1)} F\left(-n, n+2 \alpha ; \alpha+\frac{1}{2} ; \frac{1-z}{2}\right)  \tag{2.23}\\
\left(n \in \mathbb{N}_{0} ; \alpha \in \mathbb{Z}_{0}^{-} ; z \in \mathbb{C}\right)
\end{gather*}
$$

(vii) The Jacobi Polynomials:

$$
\begin{align*}
P_{n}^{\alpha, \beta}(z)= & \frac{(1+\alpha)_{n}}{\Gamma(n+1)} F\left(-n, 1+n+\alpha+\beta ; \alpha+1 ; \frac{1-z}{2}\right)  \tag{2.24}\\
& \left(n \in \mathbb{N}_{0} ; \alpha \in \mathbb{Z}_{0}^{-} ; \beta \in \mathbb{Z}_{0}^{-} ; z \in \mathbb{C}\right)
\end{align*}
$$

(viii) The Confluent Hypergeometric Function ${ }_{1} F_{1}(\alpha ; \beta ; z)$ :

$$
\begin{equation*}
{ }_{1} F_{1}(\alpha ; \beta ; z)=\lim _{\gamma \rightarrow \infty} F\left(\alpha, \gamma ; \beta ; \frac{z}{\gamma}\right) \quad\left(\alpha, \beta, \gamma \in \mathbb{Z}_{0}^{-} ; z \in \mathbb{C}\right) \tag{2.25}
\end{equation*}
$$

(ix) The Error Functions:

$$
\begin{equation*}
\operatorname{erf}(z)=\frac{2 z}{\sqrt{\pi}}{ }_{1} F_{1}\left(1 / 2 ; 3 / 2 ;-z^{2}\right) \quad(z \in \mathbb{C}) \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{erfc}(z)=\frac{1}{\sqrt{\pi}} e^{-z^{2}}{ }_{1} F_{1}\left(1 / 2 ; 1 / 2 ; z^{2}\right) \quad(z \in \mathbb{C}) \tag{2.27}
\end{equation*}
$$

and so on. For the details of those functions (or series representations), one may refer to the works given by the references in [2], [5], [15], [6], [12], [18], [20], [34], [38], [40] and [43]-[51].

As certain special implications of our main result, when considering the important relationships signified by (2.10)-(2.27), it is naturally easy to determine a number of special results, which are related to the main result, namely, Theorem 2.2. In order to determine both appropriate sampling and possible special results, we would like to leave the researchers with detailed research and emphasize only two of them, as examples.

As one of the special implications, we would like to point out a comprehensive result in relation with the confluent hypergeometric function that we mentioned as in (2.25). For this, we would like to remind researchers of some detailed information about this particular results again.

The following functional series with the complex variable $z$ :

$$
\begin{align*}
&{ }_{1} F_{1}(\alpha ; \beta ; z)=1+\frac{\alpha}{\beta} z+\frac{\alpha(\alpha+1)}{\beta(\beta+1)} \frac{z^{2}}{2!}+\ldots \\
&=\sum_{k=0}^{\infty} \frac{(\alpha)_{k}}{(\beta)_{k}} \frac{z^{k}}{k!}  \tag{2.28}\\
&\left(z \in \mathbb{U} ; \alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-} ; \beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}\right),
\end{align*}
$$

where $(\alpha)_{k}$ and $(\beta)_{k}$ are the Pochhammer symbols defined by (1.2), in generally, is called as the confluent hypergeometric function in the literature. Clearly, it defines an analytic function for all finite $z$, is closely connected the hypergeometric function given by (1.1), and is then obtained as a limit of $F(\alpha, \beta ; \gamma ; z / \beta)$ when $\beta$ tends to $\infty$ as it was indicated in (2.25). It is clear that the confluent hypergeometric function is a degenerate form of the hypergeometric function ${ }_{2} F_{1}(\alpha ; \beta ; \gamma ; z)$ which arises as a solution of the confluent hypergeometric differential equation given by above.

Since the confluent hypergeometric function is any of the solutions of the following second-order ordinary linear differential equation:

$$
\begin{gather*}
z \frac{d^{2} \omega}{d z^{2}}+(\alpha-z) \frac{d \omega}{d z}-\beta \omega=0  \tag{2.29}\\
\left(z \in \mathbb{C} ; \alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-} ; \beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}\right)
\end{gather*}
$$

this differential equation is also called as the confluent hypergeometric differential equation in the literature.

The first special implication of our main result is contained in the following proposition below.

Proposition 2.3. Let the function $\omega:=\omega(z)$ be in the form given as (2.28) and also let any one of the cases of the following inequality:

$$
\begin{gather*}
\Re e\left\{\begin{array}{lll}
\left.z^{2} \frac{d^{3} \omega}{d z^{3}}+[1+(\alpha-z)] z \frac{d^{2} \omega}{d z^{2}}-z \frac{d \omega}{d z}\right\} \\
\left\{\begin{array}{l}
>-\frac{\Re e(\beta)}{2} \\
<-\frac{\Re e(\beta)}{2}
\end{array} \quad \text { if } \quad \Re e(\beta) \geq 0\right. \\
<e(\beta) \leq 0
\end{array}\right.
\end{gather*}
$$

be provided for any $z \in \mathbb{U}$ and for some $\alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-}$and $\beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}$. In the present case,

$$
\begin{equation*}
\Re e(\omega(z))>0 \quad(z \in \mathbb{U}) \tag{2.31}
\end{equation*}
$$

is also provided.
Proof. By means of the information presented as in (2.28) and (2.29), and also in consideration of the proof of Theorem 2.2, if one takes the function $p(z)$, defined as in (2.7), namely, define it in the form:

$$
\begin{gathered}
p(z)=\omega(z)\left(\equiv{ }_{1} F_{1}(\alpha ; \beta ; z)\right) \\
\left(z \in \mathbb{U} ; \alpha \in \mathbb{C}-\mathbb{Z}_{0}^{-} ; \beta \in \mathbb{C}-\mathbb{Z}_{0}^{-}\right)
\end{gathered}
$$

and then the related steps used (in the proof of Theorem 2.2) are again followed, the desired proof can be easily obtained. Here, its details are left to the researchers.

Through the instrument of the relation between the hypergeometric function and the complex error function in (2.26) together with (2.27), as second implication of our main result, certain special results can be also obtained between the various inequalities associated with error functions in the complex plane. For those, in (2.26), (2.28) and (2.29), respectively, by choosing the suitable values of the parameters $\alpha$ and $\beta$, one can derive some of them. For example, by setting

$$
\alpha:=\frac{1}{2} \quad \text { and } \quad \beta:=\frac{3}{2}
$$

in (2.26), the following results:

$$
\begin{gather*}
{ }_{1} F_{1}\left(1 / 2 ; 3 / 2 ;-z^{2}\right)=\frac{\sqrt{\pi}}{2} \frac{\operatorname{erf}(z)}{z}  \tag{2.32}\\
(z \in \mathbb{D}:=\mathbb{U}-\{0\}), \\
{ }_{1} F_{1}(1 / 2 ; 3 / 2 ; z)=2 \sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} \quad(z \in \mathbb{U}) \tag{2.33}
\end{gather*}
$$

and

$$
\begin{equation*}
2 z \frac{d^{2} \omega}{d z^{2}}+(1-2 z) \frac{d \omega}{d z}-3 \omega=0 \quad(z \in \mathbb{U}) \tag{2.34}
\end{equation*}
$$

are easily obtained.
So, as we have informed above, the following-special function:

$$
{ }_{1} F_{1}\left(1 / 2 ; 3 / 2 ;-z^{2}\right) \quad(z \in \mathbb{U}),
$$

which is given by (2.32) (or (2.33)), is a solution for the second-order linear differential equation given by (2.34). After these explanations, the following proposition, i.e., Proposition 2.4 below, can be easily proved within the scope of the rationale of the main result (or Proposition 2.3). The detail of the related proof has been left to the researchers again.

Proposition 2.4. For any $z \in \mathbb{D}($ or, $z \in \mathbb{U})$, if the inequality:

$$
\Re e\left\{2 z^{2} \frac{d^{3}}{d z^{3}}\left(\frac{\operatorname{erf}(z)}{z}\right)+[2+(1-2 z)] z \frac{d^{2}}{d z^{2}}\left(\frac{\operatorname{erf}(z)}{z}\right)-2 z \frac{d}{d z}\left(\frac{\operatorname{erf}(z)}{z}\right)\right\}>-\frac{3}{\sqrt{\pi}}
$$

is ensured, then

$$
\Re e\left(\frac{\operatorname{erf}(z)}{z}\right)>0
$$

is also ensured.
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