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#### Abstract

This paper deals with the existence, uniqueness and the multiplicity of solutions for a class of fractional differential equations boundary value problems involving three-point nonlocal Riemann-Liouville fractional derivative and integral boundary conditions. Our results are based on some well-known tools of fixed point theory such as Banach contraction principle, fixed point index theory and the Leggett-Williams fixed point theorem. As applications, some examples are presented at the end to illustrate the main results.
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## 1. Introduction

In this paper, we are interested in the existence of solutions for the nonlinear fractional differential equation

$$
\begin{equation*}
D_{0^{+}}^{\alpha} u(t)+a(t) f(t, u(t))=0, \quad t \in(0,1) \tag{1.1}
\end{equation*}
$$

subject to the boundary condition

$$
\begin{equation*}
u^{(i)}(0)=0, i \in\{0,1,2\}, D_{0^{+}}^{\beta} u(1)=\lambda I_{0^{+}}^{\beta} u(\eta), \tag{1.2}
\end{equation*}
$$

where $D_{0^{+}}^{\alpha}, D_{0^{+}}^{\beta}$ are the standard Riemann-Liouville fractional derivative of order $\alpha \in(3,4], \beta \in[2,3], I_{0+}^{\beta}$ is the stantard Riemann-Liouville fractional integral of order $\beta \in[2,3]$.

Due to the fact that the tools of fractional calculus has numerous applications in various disciplines of science and engineering such as physics, mechanics, chemistry, biology, aerodynamics, electrodynamics of complex medium, polymer rheology, Bode's analysis of feedback amplifiers, capacitor theory, electrical circuits, electroanalytical chemistry, control theory, fitting of experimental data, involves derivatives of fractional order. In consequence, the subject of fractional differential equations is gaining much importance and attention. Therefore, there have been many papers and books dealing with the theoretical development of fractional calculus and the solutions or positive solutions of boundary value problems for nonlinear fractional differential equations. For more details we refer the reader to $[10,19,21]$ and the references cited therein.

Many mathematicians show strong interest in fractional differential equations and many wonderful results have been obtained. The techniques of nonlinear analysis, as the main method to deal with the problems of nonlinear fractional differential equations, plays an essential role in the research of this field, such as establishing the existence and the uniqueness or the multiplicity of solutions to nonlinear fractional differential equations boundary value problems, see $[2,5,7,9,11,14,16,18]$ and the references therein.

In [17], the authors studied the existence of positive solutions to the following fractional boundary value problem

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} u(t)+h(t) f(t, u(t))=0, \\
u(0)=u^{\prime}(0)=u^{\prime \prime}(0)=0, \quad u(1)=\lambda \int_{0}^{\eta} u(\eta) d s
\end{array}\right.
$$

where $D_{0^{+}}^{\alpha}$ are the standard Riemann-Liouville fractional derivative of order $\alpha \in$ $(3,4], \eta \in(0,1]$, and $0 \leq \frac{\lambda \eta^{\alpha}}{\alpha}<1$.

In [22], the authors studied the boundary value problems of the fractional order differential equation:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} u(t)=f(t, u(t))=0, \quad t \in(0,1) \\
u(0)=0, \quad D_{0^{+}}^{\beta} u(1)=a D_{0^{+}}^{\beta} u(\eta)
\end{array}\right.
$$

where $1<\alpha \leq 2,0<\eta<1,0<a, 0<\beta \leq 1, f \in C([0,1] \times[0, \infty),[0, \infty))$ and $D_{0^{+}}^{\alpha}, D_{0^{+}}^{\beta}$ are the standard Riemann-Liouville fractional derivative of order $\alpha, \beta$. They obtained the multiple positive solutions by the Leray-Schauder nonlinear alternative and the fixed point theorem on cones.
In 2017, Benaicha and Bouteraa [3] studied the existence and uniqueness of solutions for nonlinear fractional differential equation

$$
{ }^{c} D^{\alpha} u(t)=f\left(t, u(t), u^{\prime}(t)\right), \quad t \in J=[0,1]
$$

subject to three-point boundary conditions

$$
\left\{\begin{array}{l}
\beta u(0)+\gamma u(1)=u(\eta) \\
u(0)=\int_{0}^{\eta} u(s) d s \\
\beta^{c} D^{p} u(0)+\gamma^{c} D^{p} u(1)={ }^{c} D^{p} u(\eta)
\end{array}\right.
$$

where $2<\alpha \leq 3,1<p \leq 20<\eta<1, \beta, \gamma \in \mathbb{R}^{+}, f:[0,1] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and ${ }^{c} D^{\alpha}$ denotes the Caputo fractional derivative of order $\alpha$.
In 2018, Bouteraa and Benaicha [6] interested in the existence of solutions for the nonlinear fractional differential equation

$$
D_{0^{+}}^{\alpha} u(t)+f(t, u(t))=0, \quad t \in(0,1)
$$

subject to the boundary conditions

$$
u^{(i)}(0)=0, i \in\{0,1, \ldots, n-2\}, D_{0^{+}}^{\beta} u(1)=\sum_{j=1}^{p} a_{j} D_{0^{+}}^{\beta} u\left(\eta_{j}\right)
$$

where $D_{0^{+}}^{\alpha}, D_{0^{+}}^{\beta}$ are the standard Riemann-Liouville fractional derivative of order $\alpha(n-1, n], \beta \in[1, n-2]$ for $n \in \mathbb{N}^{*}$ and $n \geq 3$ and $f \in C((0,1) \times \mathbb{R}, \mathbb{R})$ is allowed to be singular at $t=0$ and/or $t=1$ and $a_{j} \in \mathbb{R}^{+}, j=1,2, \ldots, p, 0<\eta_{1}<\eta_{2}<\ldots<$ $\eta_{p}<1$, for $p \in \mathbb{N}^{+}$. The existence and uniqueness of positive solutions for the above nonlocal boundary value problem obtained by applying the iterative method.

Inspired and motivated by the works mentioned above, we focus on the existence of positive solutions for the nonlocal boundary value problem (1.1) - (1.2). The paper is organized as follows. In Section 2, we recall some preliminary facts that will be need in the sequel. In Section 3, we establish the existence, uniqueness and multiplicity of the positive solutions for boundary value problem (1.1) - (1.2) by applying some wellknown tools of fixed point theory such as Banach contraction principle, fixed point index theory and the Leggett-Williams fixed point theorem and we give two examples to illustrate our results.

## 2. Preliminaries

In this section, we recall some definitions and facts which will be used in the later analysis.

Definition 2.1. ([20]) Let $E$ be a real Banach space. A nonempty closed set $K \subset E$ is said to be a cone provided that
(i) $c_{1} u+c_{2} v \in K$ for all $c_{1} \geq 0, c_{2} \geq 0$, and
(ii) $u \in K,-u \in K$ implies $u=0$.

Every cone $K$ induces an ordering in $E$ given by $u \leq v$ if and only if $v-u \in K$.
Definition 2.2. ([10, 15]) The Riemann-Liouville fractional integral of order $\alpha>0$ of a function $u:(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
I_{0^{+}}^{\alpha} u(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} u(s) d s, \quad t>0
$$

where $\Gamma(\cdot)$ is the Euler gamma function, provided that the right side is pointwise defined on $(0, \infty)$.

Definition 2.3. ([10, 15]) The Riemann-Liouville fractional derivative order $\alpha>0$ of a continuous function $u$ is defined by

$$
D_{0^{+}}^{\alpha} u(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t}(t-s)^{n-\alpha-1} u(s) d s, \quad t>0
$$

where $\Gamma(\cdot)$ is the Euler gamma function and $n=\lceil\alpha\rceil+1,\lceil\alpha\rceil$ denotes the integer part of number $\alpha$, provided that the right side is pointwise defined on $(0, \infty)$.
Lemma 2.4. ([10]) (i) If $u \in L^{p}(0,1), 1 \leq p \leq+\infty, \beta>\alpha>0$, then

$$
D_{0^{+}}^{\alpha} I_{0^{+}}^{\beta} u(t)=I_{0^{+}}^{\beta-\alpha} u(t), D_{0^{+}}^{\alpha} I_{0^{+}}^{\alpha} u(t)=u(t), I_{0^{+}}^{\alpha} I_{0^{+}}^{\beta} u(t)=I_{0^{+}}^{\alpha+\beta} u(t) .
$$

(ii) If $\beta>\alpha>0$, then $D^{\alpha} t^{\beta-1}=\frac{\Gamma(\beta) t^{\beta-\alpha-1}}{\Gamma(\beta-\alpha)}$.
(iii) If $\alpha>0$ and $\gamma \in(-1,+\infty)$, then $I_{0^{+}}^{\alpha} t^{\gamma}=\frac{\Gamma(\gamma+1)}{\Gamma(\alpha+\gamma+1)} t^{\alpha+\gamma}$.

Lemma 2.5. ([10]) Let $\alpha>0$ and for any $y(\cdot) \in L^{1}(0,1)$. Then, the general solution of the fractional differential equation $D_{0^{+}}^{\alpha} u(t)+y(t)=0,0<t<1$ is given by

$$
u(t)=-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+\cdots+c_{n} t^{\alpha-n}
$$

where $c_{0}, c_{1}, \ldots, c_{n-1}$ are real constants and $n=\lceil\alpha\rceil+1$.
Now, let $0<d<l<r$ be given and let $\beta$ be a nonnegative continuous concave functional on the cone $K$ i.e.,

$$
\beta(\lambda u+(1-\lambda) v) \geq \lambda \beta(u)+(1-\lambda) \beta(v),
$$

for all $u, v \in K$ and $\lambda \in[0,1]$.
Define the convex sets $K_{l}$ and $K(\beta, l, r)$ by

$$
K_{l}=\{u \in K:\|u\|<l\}
$$

and

$$
K(\beta, l, r)=\{u \in K: l \leq \beta(u),\|u\| \leq r\}
$$

The key tools in our approaches are the following fixed point theorem and lemmas
Theorem 2.6. (Leggett-Wiliams fixed point (See[20])) Let $E$ be a Banach space and $K \subset E$ be a cone in $E . T: \bar{K}_{c} \rightarrow \bar{K}_{c}$ be a completely continuous and $\beta$ be a nonnegative continuous concave functional on $K$ with $\beta(u) \leq\|u\|$ for all $u \in K_{c}$. Suppose there exist $0<d<l<r \leq c$ such that
(i) $u \in\{K(\beta, l, r): \beta(u)>l\} \neq \emptyset$ and $\beta(T u)>l$ for $u \in K(\beta, l, r)$,
(ii) $\|T u\|<d$ for $\|u\| \leq d$,
(iii) $\beta(T u)>l$ for $u \in K(\beta, l, c)$ with $\|T u\|>r$.

Then $T$ has at least three positive solutions $u_{1}, u_{2}, u_{3}$ satisfying

$$
\left\|u_{1}\right\|<d, \quad l<\beta\left(u_{2}\right), \quad\left\|u_{3}\right\|>d \text { and } \beta\left(u_{3}\right)<l .
$$

Lemma 2.7. (Krein-Rutman [20]) Let $K$ be a reproducing cone in a real Banach space $E$, and $L: E \rightarrow E$ be a compact linear operator with $L(K) \subseteq K$ and spectral radius $r(L)$. If $r(L)>0$, then there exists $\varphi \in K \backslash\{0\}$ such that $L \varphi=r(L) \varphi$.

Lemma 2.8. (Fixed point index theory [20]) Let $E$ be a Banach space and $K$ is a cone in $E$ and $\Omega(K)$ is a bounded open subset in $K$. Furthermore, assume that $T: \overline{\Omega(K)} \rightarrow K$ is a completely continuous operator Then the following conclusion hold:
(i) there exists $u_{0} \in K \backslash\{0\}$ such that $T u+\lambda u_{0} \neq u$ for all $u \in \partial \Omega(K)$ and $\lambda \geq 0$, then the fixed point index $i(T, \Omega(K), K)=0$,
(ii) if $0 \in \Omega(K)$ and $T u \neq \lambda u$ for all $u \in \partial \Omega(K)$ and $\lambda \geq 1$, then the fixed point index $i(T, \Omega(K), K)=1$.

Lemma 2.9. Let $y(\cdot) \in C[0,1]$. Then the solution of the fractional boundary value problem

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\alpha} u(t)+y(t)=0  \tag{2.1}\\
u^{(i)}(0)=0, i \in\{0,1,2\} \\
D_{0^{+}}^{\beta} u(1)=\lambda I_{0^{+}}^{\beta} u(\eta)
\end{array}\right.
$$

is given by

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, s) y(s) d s \tag{2.2}
\end{equation*}
$$

where

$$
G(t, s)= \begin{cases}\frac{-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}+\Delta}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)}, & 0 \leq s \leq t \leq 1, s \leq \eta  \tag{2.3}\\ \frac{\Delta}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)}, & 0 \leq t \leq s \leq \eta \leq 1 \\ \frac{-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}+\Lambda}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)}, & 0 \leq \eta \leq s \leq t \leq 1 \\ \frac{\Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1} t^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)}, & 0 \leq t \leq s \leq 1, s \geq \eta\end{cases}
$$

where

$$
\Delta=t^{\alpha-1}\left[\Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1}-\lambda \Gamma(\alpha) \Gamma(\alpha-\beta)(\eta-s)^{\alpha+\beta-1}\right]
$$

and

$$
\Lambda=\Gamma(\alpha+\beta) \Gamma(\alpha)(1-s)^{\alpha-\beta-1} t^{\alpha-1}
$$

where

$$
P=\frac{\Gamma(\alpha)}{\Gamma(\alpha-\beta)}-\frac{\lambda \Gamma(\alpha)}{\Gamma(\alpha+\beta)} \eta^{\alpha+\beta-1}
$$

Proof. In view of Lemma 2.5, the general solution for the above equation in (2.1) is

$$
u(t)=-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+c_{3} t^{\alpha-3}+C_{4} t^{\alpha-4}
$$

where $c_{1}, c_{2}, c_{3}, c_{4} \in \mathbb{R}$.
The boundary condition $u(0)=u^{\prime}(0)=u^{\prime \prime}(0)=0$, implies that $c_{2}=c_{3}=c_{4}=0$. Thus

$$
\begin{equation*}
u(t)=-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s+c_{1} t^{\alpha-1} \tag{2.4}
\end{equation*}
$$

By (2.4) and Lemma 2.4, we get

$$
D_{0^{+}}^{\beta} u(t)=\frac{1}{\Gamma(\alpha-\beta)}\left[c_{1} \Gamma(\alpha) t^{\alpha-\beta-1}-\int_{0}^{t}(t-s)^{\alpha-\beta-1} y(s) d s\right]
$$

In view of boundary condition $D_{0^{+}}^{\beta} u(1)=\lambda I_{0^{+}}^{\beta} u(\eta)$, we conclude that

$$
c_{1}=\frac{1}{P}\left[\frac{1}{\Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} y(s) d s-\frac{\lambda}{\Gamma(\alpha+\beta)} \int_{0}^{\eta}(\eta-s)^{\alpha+\beta-1} y(s) d s\right] .
$$

Therefore, the unique solution of the problem (2.1) is given by

$$
\begin{gathered}
u(t)=\frac{t^{\alpha-1}}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} y(s) d s-\frac{\lambda t^{\alpha-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{\eta}(\eta-s)^{\alpha+\beta-1} y(s) d s \\
-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s
\end{gathered}
$$

For $t \leq \eta$, one has

$$
\begin{gathered}
u(t)=\frac{t^{\alpha-1}}{P \Gamma(\alpha-\beta)}\left[\int_{0}^{t}(1-s)^{\alpha-\beta-1} y(s) d s+\int_{t}^{\eta}(1-s)^{\alpha-\beta-1} y(s) d s\right. \\
\left.+\int_{\eta}^{1}(1-s)^{\alpha-\beta-1} y(s) d s\right]-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} y(s) d s \\
-\frac{\lambda t^{\alpha-1}}{P \Gamma(\alpha+\beta)}\left[\int_{0}^{t}(\eta-s)^{\alpha+\beta-1} y(s) d s+\int_{t}^{\eta}(\eta-s)^{\alpha+\beta-1} y(s) d s\right] \\
=\int_{0}^{t} \frac{-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}+\Delta}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} y(s) d s \\
+\int_{t}^{\eta} \frac{\Delta}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} y(s) d s \\
+\int_{\eta}^{1} \frac{\Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1} t^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} y(s) d s \\
=\int_{0}^{1} G(t, s) y(s) d s .
\end{gathered}
$$

For $t \geq \eta$, one has

$$
\begin{gathered}
u(t)=\int_{0}^{\eta} \frac{-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}+\Delta}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} y(s) d s \\
+\int_{\eta}^{t} \frac{-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}+\Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1} t^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} y(s) d s \\
+\int_{t}^{1} \frac{\Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1} t^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} y(s) d s \\
=\int_{0}^{1} G(t, s) y(s) d s
\end{gathered}
$$

The proof is complete.
We need some properties of function $G(t, s)$ to establish the existence of positive solutions.

Lemma 2.10. The Green's function $G(t, s)$ has the following properties:
(i) The function $G(t, s)$ is continuous on $[0,1] \times[0,1]$.
(ii) $G(t, s)>0$ for all $s \in(0,1)$,
(iii) for all $t, s \in(0,1)$, we have $G(t, s) \leq G(1, s)$,
(iv) there exists a positive function $\gamma(s) \in C(0,1)$ such that

$$
\begin{equation*}
\min _{\eta \leq t \leq 1} G(t, s) \geq \gamma(s) \max _{0 \leq t \leq 1} G(t, s)=\eta^{\alpha-1} G(1, s), 0<s<1 \tag{2.5}
\end{equation*}
$$

Proof. It is easy to prove ( $i$. Now, we prove $(i i)-(i v)$. Let

$$
g_{1}(t, s)=\frac{\Delta-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)},
$$

where $\Delta$ defined above.

$$
\begin{gathered}
g_{2}(t, s)=\frac{t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1}-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} \\
g_{3}(t, s)=\frac{t^{\alpha-1} \Gamma(\alpha)\left(\Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1}-\lambda \Gamma(\alpha-\beta)(\eta-s)^{\alpha+\beta-1}\right)}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} \\
g_{4}(t, s)=\frac{t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1}}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} .
\end{gathered}
$$

We will first show that

$$
g_{1}(t, s)>0,0 \leq \min \{t, \eta\}<1 .
$$

To simplify we introduce the abbreviation

$$
\triangle_{1}=t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1}
$$

We can rewrite $\triangle_{1}$ as

$$
\begin{gathered}
\triangle_{1}=t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha+\beta)\left(\frac{\Gamma(\alpha-\beta)}{\Gamma(\alpha-\beta)}-\frac{\lambda \Gamma(\alpha-\beta)}{\Gamma(\alpha+\beta)} \eta^{\alpha+\beta-1}\right. \\
\left.+\frac{\lambda \Gamma(\alpha-\beta)}{\Gamma(\alpha+\beta)} \eta^{\alpha+\beta-1}\right)(1-s)^{\alpha-\beta-1} \\
=t^{\alpha-1} \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left(\frac{\Gamma(\alpha)}{\Gamma(\alpha-\beta)}-\frac{\lambda \Gamma(\alpha)}{\Gamma(\alpha+\beta)} \eta^{\alpha+\beta-1}\right. \\
\left.+\frac{\lambda \Gamma(\alpha)}{\Gamma(\alpha+\beta)} \eta^{\alpha+\beta-1}\right)(1-s)^{\alpha-\beta-1} \\
=t^{\alpha-1} \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left(P+\frac{\lambda \Gamma(\alpha) \eta^{\alpha+\beta-1}}{\Gamma(\alpha+\beta)}\right)(1-s)^{\alpha-\beta-1}, \\
\lambda t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha-\beta)(\eta-s)^{\alpha+\beta-1}=\lambda t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha-\beta) \eta^{\alpha+\beta-1}\left(1-\frac{s}{\eta}\right)^{\alpha+\beta-1},
\end{gathered}
$$

and

$$
P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(t-s)^{\alpha-1}=P t^{\alpha-1} \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left(1-\frac{s}{t}\right)^{\alpha-1}
$$

Thus

$$
\begin{gathered}
g_{1}(t, s)=Q\left\{P t^{\alpha-1} \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left[(1-s)^{\alpha-\beta-1}-\left(1-\frac{s}{t}\right)^{\alpha-1}\right]\right. \\
\left.+\lambda t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha-\beta)\left[\eta^{\alpha-\beta-1}(1-s)^{\alpha-\beta-1}-\eta^{\alpha+\beta-1}\left(1-\frac{s}{\eta}\right)^{\alpha+\beta-1}\right]\right\} \\
>Q\left\{P t^{\alpha-1} \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left[(1-s)^{\alpha-1}-\left(1-\frac{s}{t}\right)^{\alpha-1}\right]\right. \\
\left.+\lambda t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha-\beta)\left[\eta^{\alpha+\beta-1}(1-s)^{\alpha+\beta-1}-\eta^{\alpha+\beta-1}\left(1-\frac{s}{\eta}\right)^{\alpha+\beta-1}\right]\right\} \\
>Q\left\{P t^{\alpha-1} \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left[(1-s)^{\alpha-1}-(1-s)^{\alpha-1}\right]\right. \\
\left.+\lambda t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha-\beta) \eta^{\alpha+\beta-1}\left[(1-s)^{\alpha+\beta-1}-(1-s)^{\alpha+\beta-1}\right]\right\}=0
\end{gathered}
$$

where $Q=\frac{1}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)}$.
We deduce that $g_{1}(t, s)>0,0 \leq \min \{t, \eta\}<1$.
By the similar argument we can conclude that

$$
g_{2}(t, s)>0,0<\eta \leq s \leq t \leq 1, \quad g_{3}(t, s)>0,0 \leq t \leq s \leq \eta \leq 1
$$

and

$$
g_{4}(t, s)>0,0 \leq \max \{s, \eta\} \leq s \leq 1 .
$$

Therefore $G(t, s)>0$ for any $t, s \in(0,1)$.

Now, we show that $G(t, s) \leq G(1, s)$ for any $t, s \in(0,1)$.
Let $h_{1}(t, s)=g_{1}(t, s) \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)$. Then, as the above argument but for the derivative of $h_{1}(t, s)$ with respect to $t$ on $[s, 1]$, we have

$$
\begin{gathered}
\frac{\partial h_{1}(t, s)}{\partial t}=\frac{(\alpha-1) t^{\alpha-2}}{P}\left\{P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left[(1-s)^{\alpha-\beta-1}-\left(1-\frac{s}{t}\right)^{\alpha-2}\right]\right. \\
\left.+\lambda \Gamma(\alpha) \Gamma(\alpha-\beta)\left[\eta^{\alpha-\beta-1}(1-s)^{\alpha-\beta-1}-\eta^{\alpha+\beta-1}\left(1-\frac{s}{\eta}\right)^{\alpha+\beta-1}\right]\right\} \\
\quad>\frac{(\alpha-1) t^{\alpha-2}}{P}\left\{P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)\left[(1-s)^{\alpha-2}-(1-s)^{\alpha-2}\right]\right. \\
\left.\quad+\lambda t^{\alpha-1} \Gamma(\alpha) \Gamma(\alpha-\beta) \eta^{\alpha+\beta-1}\left[(1-s)^{\alpha+\beta-1}-(1-s)^{\alpha+\beta-1}\right]\right\}=0
\end{gathered}
$$

so, we have $\frac{h_{1}(t, s)}{\partial t}>0$, then $g_{1}(t, s)$ is increasing with respect to $t$ on $[s, 1]$.
Next, we show that $g_{2}(t, s)$ is increasing with respect to $t$ on $[s, 1]$.
Let $h_{2}(t, s)=g_{2}(t, s) \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)$. Then, we have

$$
\begin{gathered}
\frac{\partial h_{2}(t, s)}{\partial t}=\frac{(\alpha-1) t^{\alpha-2}}{P}\left\{\Gamma(\alpha+\beta)\left[\Gamma(\alpha)(1-s)^{\alpha-\beta-1}-P \Gamma(\alpha-\beta)\left(1-\frac{s}{t}\right)^{\alpha-2}\right]\right\} \\
\geq \frac{(\alpha-1) t^{\alpha-2}}{P}\left\{\Gamma(\alpha+\beta)\left[\Gamma(\alpha)(1-s)^{\alpha-\beta-1}-P \Gamma(\alpha-\beta)(1-s)^{\alpha-2}\right]\right\} \\
\geq \frac{(\alpha-1)(1-s)^{\alpha-2} t^{\alpha-2}}{P}\left\{\Gamma(\alpha+\beta)\left[\Gamma(\alpha)(1-s)^{1-\beta}-P \Gamma(\alpha-\beta)\right]\right\} \\
=\frac{(\alpha-1)(t(1-s))^{\alpha-2}}{P}\left\{\Gamma(\alpha+\beta)\left[\Gamma(\alpha)(1-s)^{1-\beta}-P \Gamma(\alpha-\beta)\right]\right\} \\
=\frac{(\alpha-1)(t(1-s))^{\alpha-2}}{P}\left\{\Gamma(\alpha+\beta) \Gamma(\alpha)(1-s)^{1-\beta}+\lambda \Gamma(\alpha) \Gamma(\alpha-\beta) \eta^{\alpha+\beta-1}\right. \\
\quad-\Gamma(\alpha) \Gamma(\alpha+\beta)\} \\
\geq \frac{(\alpha-1)(t(1-s))^{\alpha-2}}{P}\left\{\Gamma(\alpha) \Gamma(\alpha+\beta)\left[(1-s)^{1-\beta}-1\right]\right\} \geq 0
\end{gathered}
$$

so, we have $\frac{h_{2}(t, s)}{\partial t}>0$, then $g_{2}(t, s)$ is increasing with respect to $t$ on $[s, 1]$.
Then, we conclude that $G(t, s)$ is increasing with respect to $t$ on $[s, 1]$. Hence, $G(t, s) \leq G(1, s)$ for $s, t \in[0,1]$.
On the hand, we know that

$$
\begin{aligned}
\min _{\eta \leq t \leq 1} G(t, s)= & \left\{\begin{array}{l}
\min _{\eta \leq t \leq 1}\left\{g_{1}(t, s), g_{3}(t, s)\right\}, 0 \leq s \leq \eta \\
\min _{\eta \leq t \leq 1}\left\{g_{2}(t, s), g_{4}(t, s)\right\}, \eta \leq s \leq 1,
\end{array}\right. \\
& =\left\{\begin{array}{l}
g_{1}(\eta, s), 0 \leq s \leq \eta \\
g_{2}(\eta, s), \eta \leq s \leq 1
\end{array}\right.
\end{aligned}
$$

Let

$$
\gamma(s) \leq\left\{\begin{array}{l}
\frac{g_{1}(\eta, s)}{G(1, s)}, 0<s \leq \eta \\
\frac{g_{2}(\eta, s)}{G(1, s)}, \eta<s \leq 1
\end{array}\right.
$$

where

$$
\begin{gathered}
G(1, s)= \begin{cases}g_{1}(1, s), 0 \leq s \leq \eta \\
g_{2}(1, s), \eta \leq s \leq 1 .\end{cases} \\
= \begin{cases}\frac{\Gamma(\alpha)\left(\Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1}-\lambda \Gamma(\alpha-\beta)(\eta-s)^{\alpha+\beta-1}\right)-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(1-s)^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)}, & 0 \leq s \leq \eta \\
\frac{\Gamma(\alpha) \Gamma(\alpha+\beta)(1-s)^{\alpha-\beta-1}-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)(1-s)^{\alpha-1}}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)}, & \eta \leq s \leq 1 .\end{cases}
\end{gathered}
$$

Therefore, we have

$$
\gamma(s)=\eta^{\alpha-1} \in(0,1)
$$

Then

$$
\min _{\eta \leq t \leq 1} G(t, s) \geq \gamma(s) \max _{0 \leq t \leq 1} G(t, s)=\eta^{\alpha-1} G(1, s), 0<s<1
$$

The proof is complete.

## 3. Existence results

We shall consider the Banach space $E=C[0,1]$ equipped with the norm

$$
\|u\|=\max _{0 \leq t \leq 1}|u(t)|
$$

and let a closed cone $K \subset E$ by

$$
K=\{u \in E: u(t) \geq 0, t \in[0,1]\}
$$

where 0 is the the zero function. Obviously, $K$ is a reproducing cone of $E$.
Define the operator $T: K \rightarrow K$ and the linear operator $L: K \rightarrow K$ as follows

$$
\begin{equation*}
T(u)(t)=\int_{0}^{1} G(t, s) a(s) f(s, u(s)) d s, \quad t \in[0,1] \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
L(u)(t)=\int_{0}^{1} G(t, s) a(s) u(s) d s, \quad t \in[0,1] \tag{3.2}
\end{equation*}
$$

where $G(t, s)$ is given by (2.3). It is not hard to see that fixed points of operator $T$ coincide with the solutions to the problem (1.1) - (1.2).
First, for the existence results of problem (1.1) - (1.2), we need the following assumptions.
$\left(H_{1}\right) f:[0,1] \times[0, \infty) \rightarrow[0, \infty)$ is continuous function, $\left(H_{2}\right) a(\cdot) \in L^{1}(0,1)$ is a nonnegative function, $a(t)$ does not vanish identically on any subinterval of $[0,1]$ and $0<\int_{0}^{1} a(s)(1-s)^{\alpha-\beta-1} s^{\alpha-1} d s<\infty$.

Lemma 3.1. Assume $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Then the operators $T: K \rightarrow K$ and $L: K \rightarrow K$ are completely continuous.

Proof. For any $u \in K$, it follows from $\left(H_{1}\right),\left(H_{2}\right)$ and Lemma 2.10, $T(u)(t) \geq 0, t \in$ $[0,1]$. So, $T: K \rightarrow K$ and $L: K \rightarrow K$ are continuous.
Let $\Phi \subset K$ be bounded .i.e., there exists a positive constant $M$ such that $f(t, u) \leq M$ for all $t \in[0,1], u \in \Phi$. Then, It follows from (3.1) that

$$
\begin{aligned}
& |T u(t)| \leq \frac{M t^{\alpha-1}}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) d s+\frac{M}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} a(s) d s \\
& +\frac{\lambda M t^{\alpha-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{\eta}(\eta-s)^{\alpha+\beta-1} a(s) d s \\
& \leq \frac{M}{P \Gamma(\alpha-\beta)} \int_{0}^{1} a(s) d s+\frac{M}{\Gamma(\alpha)} \int_{0}^{1} a(s) d s \\
& +\frac{\lambda M}{P \Gamma(\alpha+\beta)} \int_{0}^{1} a(s) d s \\
& \leq \frac{M(\Gamma(\alpha) \Gamma(\alpha+\beta)+P \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)+\lambda \Gamma(\alpha) \Gamma(\alpha-\beta))}{P \Gamma(\alpha) \Gamma(\alpha+\beta) \Gamma(\alpha-\beta)} \int_{0}^{1} a(s) d s
\end{aligned}
$$

Thus $\|T u\|<\infty$ for all $u \in \Phi$. Hence, $\{T u, u \in \Phi\}$ is bounded.
Now, we show that $T$ maps bounded sets into equicontinuous sets of $K$.
Let $t_{1}, t_{2} \in[0,1]$ with $t_{1}<t_{2}$ and $u \in \Phi$ is a bounded set of $K$. Then

$$
\begin{gathered}
\left|T u\left(t_{2}\right)-T u\left(t_{1}\right)\right| \leq \left\lvert\, \frac{t_{2}^{\alpha-1}}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) f(s, u(s)) d s\right. \\
\left.-\frac{t_{1}^{\alpha-1}}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) f(s, u(s)) d s \right\rvert\, \\
+\left|\frac{t_{1}^{\alpha-1}}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} a(s) f(s, u(s)) d s-\frac{t_{2}^{\alpha-1}}{\Gamma(\alpha)} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} a(s) f(s, u(s)) d s\right| \\
+\left\lvert\, \frac{\lambda t_{1}^{\alpha-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{\eta}(\eta-s)^{\alpha-1} a(s) f(s, u(s)) d s\right. \\
\left.\quad-\frac{\lambda t_{2}^{\alpha-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{\eta}(\eta-s)^{\alpha-1} a(s) f(s, u(s)) d s \right\rvert\, \\
\leq \frac{M\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{P \Gamma(\alpha-\beta)} \int_{0}^{1} a(s) d s+\frac{\lambda M\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{P \Gamma(\alpha-\beta)} \int_{0}^{1} a(s) d s
\end{gathered}
$$

$$
+\frac{M\left(t_{1}^{\alpha-1}-t_{2}^{\alpha-1}\right)}{\Gamma(\alpha)}\left|\int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} a(s) d s\right|+\frac{M t_{2}^{\alpha-1}}{\Gamma(\alpha)}\left|\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} a(s) d s\right|
$$

Obviously, the right hand side of the above inequality tends to zero as $t_{2} \rightarrow t_{1}$. Thus $\left\|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right\| \rightarrow 0$, as $t_{2} \rightarrow t_{1}$. This shows that the operator $T$ is completely continuous, by the Arzela-Ascoli theorem.
By the same method we can get that $L: K \rightarrow K$ is a completely continuous operator. The proof is complete.

Now, we present the existence result for the boundary value problem (1.1) - (1.2) via Banach contraction principle.

Theorem 3.2. Assume $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Suppose that $f:[0,1] \times[0, \infty) \rightarrow[0, \infty)$ be a continuous function satisfying the condition
$\left(H_{3}\right)|f(t, u)-f(t, v)| \leq l|u-v|$, for $t \in[0,1], l>0$ and $u, v \in[0,+\infty)$.
If $0<\int_{0}^{1} G(1, s) a(s) d s<1$, then the boundary value problem (1.1) - (1.2) has a unique positive solution on $[0,1]$.

Proof. As the first step, by Lemma 2.9 we know that $T: K \rightarrow K$.
Now, let $u, v \in K$ and for each $t \in[0,1]$, it follows from assumption $\left(H_{3}\right)$ that

$$
\begin{gathered}
\|T u(t)-T v(t)\|=\max _{t \in[0,1]}|T u(t)-T v(t)| \\
\leq \int_{0}^{1} G(t, s) a(s)|f(s, u(s))-f(s, v(s))| d s \\
\leq l \int_{0}^{1} G(1, s) a(s)|u(s)-v(s)| d s \\
\leq l \int_{0}^{1} G(1, s) a(s) d s\|u-v\|
\end{gathered}
$$

Thus,

$$
\|(T u)-(T v)\| \leq l \int_{0}^{1} G(1, s) a(s) d s\|u-v\|
$$

Since $l \int_{0}^{1} G(1, s) a(s) d s<1$, so $T$ s a contraction. Hence it follows by Banach's contraction principle that the boundary value problem (1.1) - (1.2) has a unique positive solution on $[0,1]$. The proof is complete.

Now, we are in a position to study the existence of solutions for the boundary value problem (1.1) - (1.2) by applying the fixed point index theory.

Lemma 3.3. Assume $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Then the spectral radius of the operator $L$ is positive that is $r(L)>0$.

Proof. Take $u(t)=t^{\alpha-1} \in E$. Then $\|u\|=1$. We have

$$
\begin{aligned}
& L u(t)=\frac{t^{\alpha-1}}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) u(s) d s \\
& -\frac{\lambda t^{\alpha-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{\eta}(\eta-s)^{\alpha+\beta-1} a(s) u(s) d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} a(s) u(s) d s \\
& =\frac{t^{\alpha-1}}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) s^{\alpha-1} d s \\
& -\frac{\lambda t^{\alpha-1} \eta^{\alpha+\beta-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{\eta}\left(1-\frac{s}{\eta}\right)^{\alpha+\beta-1} a(s) s^{\alpha-1} d s-\frac{t^{\alpha-1}}{\Gamma(\alpha)} \int_{0}^{t}\left(1-\frac{s}{t}\right)^{\alpha-1} a(s) s^{\alpha-1} d s \\
& =t^{\alpha-1}\left\{-\frac{\lambda \eta^{\alpha+\beta-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{\eta}\left(1-\frac{s}{\eta}\right)^{\alpha+\beta-1} a(s) s^{\alpha-1} d s\right. \\
& \left.+\frac{1}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) s^{\alpha-1} d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t}\left(1-\frac{s}{t}\right)^{\alpha-1} a(s) s^{\alpha-1} d s\right\} \\
& >t^{\alpha-1}\left\{-\frac{\lambda \eta^{\alpha+\beta-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{1}\left(1-\frac{s}{\eta}\right)^{\alpha+\beta-1} a(s) s^{\alpha-1} d s\right. \\
& \left.+\frac{1}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) s^{\alpha-1}-\frac{1}{\Gamma(\alpha)} \int_{0}^{1}\left(1-\frac{s}{t}\right)^{\alpha-1} a(s) s^{\alpha-1} d s\right\} \\
& >t^{\alpha-1}\left\{-\frac{\lambda \eta^{\alpha+\beta-1}}{P \Gamma(\alpha+\beta)} \int_{0}^{1}(1-s)^{\alpha+\beta-1} a(s) s^{\alpha-1} d s\right. \\
& \left.+\frac{1}{P \Gamma(\alpha-\beta)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) s^{\alpha-1} d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} a(s) s^{\alpha-1} d s\right\} \\
& =t^{\alpha-1}\left\{-\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} a(s) s^{\alpha-1} d s\right. \\
& \left.+\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) s^{\alpha-1} d s\right\}=\nu t^{\alpha-1}>0,
\end{aligned}
$$

where

$$
\nu=-\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-1} a(s) s^{\alpha-1} d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-s)^{\alpha-\beta-1} a(s) s^{\alpha-1} d s
$$

Since $L: K \rightarrow K$, according the monotonicity of $L$ and $\left(H_{2}\right)$, we deduce

$$
L^{2} u(t)=L(L u(t))>L\left(\nu t^{\alpha-1}\right)>\nu L\left(t^{\alpha-1}\right)>\nu^{2} t^{\alpha-1} .
$$

Repeating the process gives $L^{n} u(t)>\nu^{n} t^{\alpha-1}$. So, we get $\left\|L^{n}\right\|>\nu^{n}$. Hence

$$
\left\|L^{n}\right\|^{\frac{1}{n}}>\nu, \quad r(L)=\lim _{n \rightarrow \infty}\left\|L^{n}\right\|^{\frac{1}{n}}>\nu>0
$$

The proof is complete.
For convenience, we introduce the following notation:

$$
\begin{gathered}
f^{\infty}=\lim _{u \rightarrow \infty} \sup \max _{t \in[0,1]} \frac{f(t, u)}{u} \\
f_{0}=\lim _{u \rightarrow 0^{+}} \inf \min _{t \in[0,1]} \frac{f(t, u)}{u} \\
K_{c}=\{u \in K:\|u\|<c\} \\
r(L)=\frac{1}{\mu}, \mu \in \mathbb{R}^{+}
\end{gathered}
$$

Lemma 3.4. Assume $\left(H_{1}\right),\left(H_{2}\right)$ hold and $\mu<f_{0} \leq \infty$. Then there exists $\rho_{0}>0$ such that for $\rho \in\left(0, \rho_{0}\right]$, if $u \neq T u, u \in \partial K_{\rho}$, then $i\left(T, K_{\rho}, K\right)=0$.

Proof. It follows from $\mu<f_{0}$ that there exist $\varepsilon>0$ and $\rho_{0}>0$ such that for $t \in[0,1]$ and $0 \leq u \leq \rho_{0}$ we have

$$
\begin{equation*}
f(t, u) \geq(\mu+\varepsilon) u \tag{3.3}
\end{equation*}
$$

For $0<\rho<\rho_{0}$ assume that $u \neq T u, u \in \partial K_{\rho}$. By Lemma 2.7 and Lemma $2.8(i)$, we need only to prove that

$$
u \neq T u+\lambda \varphi, \lambda>0
$$

where $\varphi \in K \backslash\{0\}$ with $L \varphi=r(L) \varphi$.
Otherwise, there exist $u_{0} \in \partial K_{\rho}$ and $\lambda_{0}>0$ such that

$$
\begin{equation*}
u_{0} \neq T u_{0}+\lambda_{0} \varphi . \tag{3.4}
\end{equation*}
$$

Then $u_{0} \geq T u_{0}$ and $u_{0} \geq \lambda_{0} \varphi$.
From (2.1), we get

$$
\begin{equation*}
T u_{0}(t)=\int_{0}^{1} G(t, s) a(s) f\left(s, u_{0}(s)\right) d s \geq(\mu+\varepsilon) L u_{0}(t) \tag{3.5}
\end{equation*}
$$

Considering $u_{0} \geq \lambda_{0} \varphi$, we have

$$
l u_{0} \geq \lambda_{0} L \varphi
$$

For $L \varphi=r(L) \varphi,(\mu+\varepsilon) r(L)>1$, so that $(\mu+\varepsilon) r(L) \varphi>\varphi$.
Thus, we can conclude $T u_{0} \geq(\mu+\varepsilon) \lambda_{0} L \varphi>\lambda_{0} \varphi$.

Together with the boundary conditions in (2.1), we have $u_{0} \geq 2 \lambda_{0} \varphi$. By (3.3), we obtain $T u_{0} \geq 2 \lambda_{0} \varphi$. Thus, $u_{0} \geq 3 \lambda_{0} \varphi$.
Repeating this process, we get that $u_{0} \geq n \lambda_{0} \varphi$. Hence, we have $\left\|u_{0}\right\| \geq n \lambda_{0}\|\varphi\| \rightarrow \infty$ as $n \rightarrow \infty$. This is a contradiction.
It follows from Lemma 2.8 (ii) that $i\left(T, K_{\rho}, K\right)=0$ for $\rho \in\left(0, \rho_{0}\right]$. The proof is complete.

Lemma 3.5. Assume $\left(H_{1}\right),\left(H_{2}\right)$ hold and $0 \leq f^{\infty}<\mu$. Then there exists $\tau_{0}>0$ such that for $\tau>\tau_{0}$, if $\lambda u \neq T u, u \in \partial K_{\tau}$, then $i\left(T, K_{\rho}, K\right)=1$.

Proof. let $\varepsilon>0$ satisfy $f^{\infty}<\mu-\varepsilon$. Then there exist $\tau_{1}>0$ and such that for $u>\tau_{1}$ and $t \in[0,1]$, we have

$$
\begin{equation*}
f(t, u) \leq(\mu-\varepsilon) u \tag{3.6}
\end{equation*}
$$

Set $\Psi(t)=\max _{u \in\left[0, \tau_{1}\right]} f(t, u)$. Then, for all $u \in \mathbb{R}^{+}$and $t \in[0,1]$, we have

$$
\begin{equation*}
f(t, u) \leq(\mu-\varepsilon) u+\Psi(t) . \tag{3.7}
\end{equation*}
$$

Let

$$
F=\left\|\int_{0}^{1} G(t, s) a(s) \Psi(s) d s\right\|, \tau_{0}=\left\|\frac{F}{\mu-\varepsilon}\left(\frac{I}{\mu-\varepsilon}-L\right)^{-1}\right\|
$$

Take $\tau>\tau_{0}$. We will show that $\lambda u \neq T u$, for all $u \in \partial K_{\tau}$ and $\lambda \geq 1$.
Otherwise, there exist $u_{0} \in \partial K_{\tau}$ and $\lambda_{0} \geq 1$ such that

$$
\begin{equation*}
T u_{0}=\lambda_{0} u_{0} \tag{3.8}
\end{equation*}
$$

Together with (3.7), we have

$$
u_{0} \leq \lambda u_{0}=T u_{0} \leq(\mu-\varepsilon) L u_{0}+F
$$

Then $\frac{F}{\mu-\varepsilon} \geq\left(\frac{I}{\mu-\varepsilon}-L\right) u_{0}(t)$ for $t \in[0,1]$. So, $\frac{F}{\mu-\varepsilon}-\left(\frac{I}{\mu-\varepsilon}-L\right) u_{0}(t) \in K$.
It follows from $L(K) \subset K$ that $u_{0}(t) \leq \frac{F}{\mu-\varepsilon}\left(\frac{I}{\mu-\varepsilon}-L\right)^{-1} t \in[0,1]$. Therefore, we have $\left\|u_{0}\right\| \leq \tau_{0}<\tau$. This is a contradiction. Thus, we conclude that for all $u \in \partial K_{\tau}$ and $\lambda \geq 1$

$$
T u \neq \lambda u
$$

It follows from Lemma 2.8 (ii) that $i\left(T, K_{\tau}, K\right)=1$ for $\tau_{0}<\tau$.
The proof is complete.
Theorem 3.6. Assume $\left(H_{1}\right)$, $\left(H_{2}\right)$ hold, $\mu<f_{0} \leq \infty$ and $0 \leq f^{\infty} \leq \mu$. Then, the boundary value problem (1.1) - (1.2) has at least one positive solution on $[0,1]$.

Proof. It follows from $\mu<f_{0} \leq \infty$ and Lemma 3.4 that there exist $0<\rho<\tau$ such that either there exists $u \in \partial K_{\rho}$ with $u=T u$ or $i\left(T, K_{\rho}, K\right)=0$. From $0 \leq f^{\infty} \leq \mu$ and Lemma 3.5 there exists $\tau>0$ such that $i\left(T, K_{\tau}, K\right)=1$. Thus, we can conclude that $T$ has fixed point $u \in K$ with $\rho<\|u\|<\tau$ by the properties of index. Hence, the boundary value problem (1.1) - (1.2) has at least one positive solution on $[0,1]$. The proof is complete.

Now, we are in the position to present the third main results of this paper. The existence and the multiplicity result is based on the Leggett-Williams fixed point theorem.

Theorem 3.7. Assume $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Furthermore, suppose that there exist constants $0<d<l<c$ such that
$\left(H_{4}\right) f(t, u)<M d,(t, u) \in[0,1] \times[0, d]$,
$\left(H_{5}\right) f(t, u) \leq M c$, for $(t, u) \in[0,1] \times[0, c]$,
$\left(H_{6}\right) \quad f(t, u) \geq N l$, for $(t, u) \in[\eta, 1] \times[l, c]$,
where

$$
M=\left(\int_{0}^{1} a(s) G(1, s) d s\right)^{-1}
$$

and

$$
N=\left(\int_{\eta}^{1} a(s) \gamma(s) G(1, s) d s\right)^{-1}, \text { and } \gamma(s) \in(0,1)
$$

Then the boundary value problem (1.1) - (1.2) has at least three positive solutions $u_{1}, u_{2}$ and $u_{3}$ such that

$$
\left\|u_{1}\right\|<d, \quad l<\beta\left(u_{2}\right), \quad u_{3}>d \text { with } \beta\left(u_{3}\right)<l .
$$

Proof. Let $\beta(u)=\min _{t \in[\eta, 1]}|u(t)|$. Then $\beta(u)$ is nonnegative continuous concave functional on the cone $K$ satisfying $\beta(u) \leq\|u\|$ for all $u \in K$.
Let $u \in \bar{K}_{c}$, then $\|u\| \leq c$. It follows from $\left(H_{5}\right)$ and Lemma 2.10 (iii) that

$$
\begin{aligned}
|T u(t)| & =\left|\int_{0}^{1} G(t, s) a(s) f(s, u(s)) d s\right| \\
& \leq M c \int_{0}^{1} G(1, s) a(s) d s=c
\end{aligned}
$$

which implies that $\|T u\| \leq c$, which shows that $T u \in \bar{K}_{c}$. Hence, we have shown that if $\left(H_{5}\right)$ holds, then $T$ maps $\bar{K}_{c}$ into $\bar{K}_{c}$ and by Lemma 3.1, $T$ is completely continuous.
If $u \in \bar{K}_{d}$, then it follows from $\left(H_{4}\right)$ and Lemma 2.10 (iii) that

$$
\begin{aligned}
(T u)(t) & =\int_{0}^{1} G(t, s) a(s) f(s, u(s)) d s \\
& <M d \int_{0}^{1} G(1, s) a(s) d s=d
\end{aligned}
$$

We verify that $\{u / K(\beta, l, r): \beta(u)>l\} \neq \phi$ and $\beta(T u)>l$ for all $u \in K(\beta, l, r)$. Take $\varphi_{0}(t)=\frac{l+r}{2}$, for $t \in[0,1]$. Then

$$
\varphi_{0} \in\{u / u \in K(\beta, l, r), \beta(u)>l\} .
$$

This shows that

$$
\{u / u \in K(\beta, l, r): \beta(u)>l\} \neq \phi .
$$

Finally, we assert that if $u \in K(\beta, l, c)$ and $\|T u\|>c$, then $\beta(T u)>l$.
Suppose $u \in K(\beta, l, c)$ and $\|u(t)\|>r, t \in[\eta, 1]$, then $\|u\|<c$. It follows from $\left(H_{6}\right)$ that

$$
\begin{aligned}
\beta(T u) & =\min _{t \in[\eta, 1]}(T u)(t) \\
& \geq \min _{t \in[\eta, 1]} \int_{0}^{1} G(t, s) a(s) f(s, u(s)) d s \\
& >N l \int_{\eta}^{1} G(1, s) a(s) \gamma(s) d s=l,
\end{aligned}
$$

which implies that $\beta(T u)>l$ for $u \in K(\beta, l, c)$.
To sum up, the hypotheses of Theorem 2.6 hold. Therefore, boundary value problem (1.1) - (1.2) has at least three positive solutions $u_{1}, u_{2}$ and $u_{3}$ such that

$$
\left\|u_{1}\right\|<d, \quad l<\beta\left(u_{2}\right), \quad u_{3}>d \text { with } \beta\left(u_{3}\right)<l .
$$

The proof is complete.

We present two examples to illustrate the applicability of the results shown before.
Example 3.8. Consider the following boundary value problem

$$
\begin{gather*}
D_{0^{+}}^{\frac{7}{2}} u(t)+\frac{1}{(t+\cos t+3)^{2}}\left(\sin ^{2} t+\arctan (u)+\frac{|u|}{1+|u|}\right)=0, t \in(0,1)  \tag{3.9}\\
u(0)=u^{\prime}(0)=u^{\prime \prime}(0)=0, D^{\frac{5}{2}} u(1)=\frac{1}{2} I_{0^{+}}^{\frac{5}{2}} u\left(\frac{1}{2}\right) \tag{3.10}
\end{gather*}
$$

where $\alpha=\frac{7}{2}, \beta=\frac{5}{2}, \lambda=\frac{1}{2}, \eta=\frac{1}{2}$ and

$$
f(t, u)=\frac{1}{(t+\cos t+3)^{2}}\left(\sin ^{2} t+\arctan (u)+\frac{|u|}{1+|u|}\right) .
$$

Clearly $l=\frac{2}{9}$ as $|f(t, u)-f(t, v)| \leq \frac{2}{9}|u-v|$.
We take $a(t)=1$. A simple calculation leads to $P \cong 1,32620$.

Furthermore, by simple computation, we have

$$
\begin{aligned}
\frac{1}{M} & =\int_{0}^{1} a(s) G(1, s) d s \\
& =\frac{\Gamma(\alpha) \Gamma(\alpha+\beta) \int_{0}^{1} d s-P \Gamma(\alpha-\beta) \Gamma(\alpha+\beta) \int_{0}^{1}(1-s)^{\frac{5}{2}} d s}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)} \\
& +\frac{\Gamma(\alpha) \Gamma(\alpha+\beta) \int_{\eta}^{1}(1-s) d s}{P \Gamma(\alpha) \Gamma(\alpha-\beta) \Gamma(\alpha+\beta)} \cong 0,27303,
\end{aligned}
$$

so,

$$
0<l \int_{0}^{1} a(s) G(1, s) d s \leq \frac{2}{9}(0,27303) \cong 0,060673<1
$$

Thus all assumptions of Theorem 3.2 are satisfied. So, by the conclusion of Theorem 3.2 , problem (3.9) - (3.10) has a unique solution on $[0,1]$.

Example 3.9. Consider the following boundary value problem

$$
\begin{array}{lr}
D_{0^{+}}^{\frac{7}{2}} u(t)+f(t, u(t))=0, & t \in(0,1), \\
u(0)=u^{\prime}(0)=u^{\prime \prime}(0)=0, D^{\frac{5}{2}} u(1)=\frac{1}{2} I_{0^{+}}^{\frac{5}{2}} u\left(\frac{1}{2}\right), \tag{3.12}
\end{array}
$$

where $\alpha=\frac{7}{2}, \beta=\frac{5}{2}, \lambda=\frac{1}{2}, \eta=\frac{1}{2}$, and here

$$
f(t, u)=\left\{\begin{array}{l}
10 u+t,(t, u) \in[0,1] \times[0,1] \\
10, \quad(t, u) \in[0,1] \times(1,+\infty)
\end{array}\right.
$$

We take $a(t)=1$. We see that $f \in C([0,1] \times[0, \infty),[0, \infty))$, so, assumption $\left(H_{1}\right)$ satisfied. And

$$
0<\int_{0}^{1} a(s)(1-s)^{\alpha-\beta-1} s^{\alpha-1} d s=\int_{0}^{1}(1-s) s^{\frac{5}{2}} d s=\frac{4}{63}<\infty
$$

so, assumption $\left(H_{2}\right)$ satisfied.
By simple calculation, we obtain $P \cong 1,32620, M \cong 3,66264$ and $N \cong 7218,14758$. Choosing, $d=\frac{1}{4}, l=1$ and $c=3$, we have

$$
\begin{gathered}
f(t, u)=10 u+t \leq 3.5<M d \cong 14,65056,(t, u) \in[0,1] \times\left[0, \frac{1}{4}\right] \\
f(t, u)=10 \leq M l \cong 10,98792,(t, u) \in[0,1] \times(1,3]
\end{gathered}
$$

and

$$
f(t, u)=10 \geq N r \cong 9,00765,(t, u) \in\left[\frac{1}{2}, 1\right] \times(1,3]
$$

Thus, all assumptions and conditions of Theorem 3.7 are satisfied. Hence Theorem 3.7, implies that the problem (3.11) - (3.12) has at least three solutions $u_{1}, u_{2}$ and $u_{3}$ such that

$$
\left\|u_{1}\right\|<d, \quad l<\beta\left(u_{2}\right), \quad u_{3}>d \text { with } \beta\left(u_{3}\right)<l .
$$
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