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1. Introduction

It is known that possibility theory is an alternative theory to the probability theory, dealing with certain types of uncertainty and treatment of incomplete information (see, e.g., [2], [4]). In the possibilistic models, all the probabilistic indicators (like expected value, variance, probability measure, integral with respect to a measure, etc) are replaced with suitable possibility indicators. These analogies allow to extend many classical results based on probability theory, to the possibilistic frame. We can mention here the contributions of the first named author to results concerning approximation by possibilistic operators (called also max-product operators), see [1], [3], [7], [9] or to the possibilistic laws of large numbers, see, e.g., [8], and the references therein.

In this paper we continue our researches in this directions, by extending in the frame of possibility theory, results concerning classical integral equations.

In this sense, it is natural and of interest to replace in the classical integral equations, the linear Lebesgue integral by various other kinds of nonlinear integrals. Thus, in the very recent papers [5], [6], the first named author has replaced the linear Lebesgue integral by its non linear extension called Choquet integral and studied
the existence of the solutions for the corresponding Fredholm-Choquet and Volterra-Choquet integral equations.

In this spirit of ideas, we study here the nonlinear equations obtained by replacing in the classical Fredholm and Volterra integral equations, the linear Lebesgue integral with the nonlinear possibilistic integral $(\text{Pos}) \int$ with respect to a possibility measure $P_\lambda$ generated by the possibility distribution $\lambda$. More exactly, we study the nonlinear possibilistic integral equations

$$\varphi(x) = f(x) + \alpha \cdot (\text{Pos}) \int_\Omega K(x,s) \varphi(s) dP_\lambda(s), x \in \Omega, \quad (1.1)$$

with the given data $\alpha \in \mathbb{R}$, $f : \Omega \to \mathbb{R}$, $K : \Omega \times \Omega \to \mathbb{R}$ and the unknown function $\varphi : \Omega \to \mathbb{R}$ in the case of Fredholm type equation, and by

$$\varphi(x) = f(x) + \alpha \cdot (\text{Pos}) \int_a^x K(x,s,\varphi(s)) dP_\lambda(s), x \in [a,b], \quad (1.2)$$

with the given data $\alpha \in \mathbb{R}$, $f : [a,b] \to \mathbb{R}$, $K : [a,b] \times [a,b] \times \mathbb{R} \to \mathbb{R}$ and the unknown function $\varphi : [a,b] \to \mathbb{R}$, in the case of Volterra type equation.

As we will see, due to the definition of the possibilistic integral, in fact we obtain functional equations which have solutions under some additional conditions. Also, it is worth mentioning that while the classical Fredholm and Volterra integral equations are linear, due to the nonlinearity of the possibilistic integral, obviously that the Fredholm and Volterra possibilistic integral equations are nonlinear.

Section 2 contains some preliminaries on the possibility measures and integrals we will need in the next sections. In Section 3, the existence and construction of the solutions for the Fredholm nonlinear possibilistic integral equation (1.1). Thus, for $P_\lambda$ belonging to large classes of possibility measures, we show that this functional equation has solutions under some appropriate conditions (similar to those in the classical case) on the given data $f$, $\alpha$ and $K$.

Finally, in Section 4 we study the existence of the solutions for the Volterra nonlinear possibilistic integral type equation (1.2).

2. Preliminaries on possibility measures and integrals

Firstly, we summarize some known concepts in possibility theory, which will be used in the next sections. For details, see e.g. [4] or [2].

**Definition 2.1.** Let $\Omega$ be a non-empty set.

(i) A possibilistic (fuzzy) variable $X$ is simply an application $X : \Omega \to \mathbb{R}$.

(ii) A possibility distribution (on $\Omega$), is a function $\lambda : \Omega \to [0, +\infty)$, such that $\sup\{\lambda(s); s \in \Omega\} = V < +\infty$. If $V = 1$, then $\lambda$ it is called normalized possibility distribution.

(iii) A possibility measure is a mapping $P : \mathcal{P}(\Omega) \to [0, +\infty)$, satisfying the axioms $P(\emptyset) = 0$, $P(\Omega) = 1$ and $P(\bigcup_{i \in I} A_i) = \sup\{P(A_i); i \in I\}$ for all $A_i \in \Omega$, and any $I$, family of indices.
It is well-known (see e.g. [4]) that any possibility distribution $\lambda$ on $\Omega$, induces a possibility measure $P_\lambda$, given by the formulas $P_\lambda(A) = \sup\{\lambda(s); s \in A\}$, for all $A \subset \Omega$, $A \neq \emptyset$, $P_\lambda(\emptyset) = 0$.

(iv) (see e.g. [2]) The possibilistic integral of $f : \Omega \to \mathbb{R}_+$ on $A \subset \Omega$, with respect to the possibility measure $P_\lambda$ induced by the possibility distribution $\lambda$, is defined by

$$ (\text{Pos}) \int_A f(t) dP_\lambda(t) = \sup\{f(t) \cdot \lambda(t); t \in A\}. $$

It is clear that this definition is a particular case of the $t$-possibilistic integral with respect to a semi-norm $t$, introduced in [2], by taking there $t(x, y) = x \cdot y$.

(v) The following properties hold: for all $f,g \geq 0$ and $c \in \mathbb{R}, c \geq 0$

$$ (\text{Pos}) \int_A (f(s) + g(s)) dP_\lambda(s) \leq (\text{Pos}) \int_A f(s) dP_\lambda(s) + (\text{Pos}) \int_A g(s) dP_\lambda(s), $$

$$ (\text{Pos}) \int_A [cf(s)] dP_\lambda(s) = c \cdot (\text{Pos}) \int_A f(s) dP_\lambda(s). $$

3. Fredholm possibilistic integral equations

Let us denote by $B_+(\Omega)$, the Banach space of all positive and bounded functions $f : \Omega \to \mathbb{R}_+$, endowed with the uniform norm, denoted here by $\| \cdot \|$. It is clear that $B_+(\Omega)$ endowed with the metric generated by the uniform norm, is a complete metric space.

Taking into account the definition of the possibilistic integral in Definition 2.1, the Fredholm possibilistic integral equation in (1.1), formally becomes the nonlinear functional equation

$$ \varphi(x) = f(x) + \alpha \cdot \sup\{K(x,s) \cdot \varphi(s) \cdot \lambda(s); s \in \Omega\}, x \in \Omega. \quad (3.1) $$

The first main result is the following.

**Theorem 3.1.** Let $\Omega \neq \emptyset$ and $P_\lambda$ be possibility measure induced by the possibility distribution $\lambda$ on $\Omega$.

Let us also suppose that

$$ 0 \leq K(x, s) \leq M < +\infty, \text{ for all } x, s \in \Omega. $$

Then, for any $f \in B_+(\Omega)$ and any $0 < \alpha < \frac{1}{M}$, the Fredholm possibilistic functional equation (3.1) has a unique solution $\varphi^* \in B_+(\Omega)$.

Moreover, denoting

$$ A(\varphi)(x) = f(x) + \alpha \cdot \sup\{K(x,s) \lambda(s) \cdot \varphi(s); s \in \Omega\} \text{ and } A^n(\varphi_0) = A[A^{n-1}(\varphi_0)], $$

for any arbitrary $\varphi_0 \in B_+(\Omega)$, the following estimate holds

$$ \|A^n(\varphi_0) - \varphi^*\| \leq \frac{\alpha \cdot M}{1 - \alpha \cdot M} \cdot \|A(\varphi_0) - \varphi_0\|. $$
Then, for any \( x, s \in \Omega \), let us denote \( T(\varphi)(x) = \sup\{K(x, s)\varphi(s)\lambda(s); s \in \Omega\} \). By hypothesis we immediately get \( T(\varphi) \in B_+(\Omega) \). This implies that \( A(\varphi)(x) = f(x) + \alpha \cdot T(\varphi)(x) \in B_+(\Omega) \), for all \( 0 \leq \alpha < \infty \).

Let \( \varphi, \psi \in B_+(\Omega) \). We have \( \varphi = \varphi - \psi + \psi \leq |\varphi - \psi| + \psi \), which successively implies
\[
T(\varphi)(x) \leq T(|\varphi - \psi|)(x) + T(\psi)(x),
\]
that is
\[
T(\varphi)(x) - T(\psi)(x) \leq T(|\varphi - \psi|)(x).
\]
Writing now \( \psi = \psi - \varphi + \varphi \leq |\varphi - \psi| + \varphi \) and applying the above reasonings, it follows
\[
T(\psi)(x) - T(\varphi)(x) \leq T(|\varphi - \psi|)(x),
\]
which combined with the above inequality gives
\[
|T(\varphi)(x) - T(\psi)(x)| \leq T(|\varphi - \psi|)(x),
\]
that is
\[
|\sup\{K(x, s)\psi(s)\lambda(s); s \in \Omega\} - \sup\{K(x, s)\varphi(s)\lambda(s); s \in \Omega\}| \\
\leq \sup\{|K(x, s)\psi(s)\lambda(s) - K(x, s)\varphi(s)\lambda(s)|; s \in \Omega\}.
\]
Since for all \( x \in \Omega \) we have
\[
|A(\varphi)(x) - A(\psi)(x)| = \alpha \cdot |T(\varphi)(x) - T(\psi)(x)| \leq \alpha \cdot T(|\varphi - \psi|)(x) \\
\leq M \cdot \alpha \cdot ||\varphi - \psi||,
\]
passing to supremum after \( x \in \Omega \), we immediately obtain
\[
d(A(\varphi), A(\psi)) := ||A(\varphi) - A(\psi)|| \leq M \cdot \alpha \cdot ||\varphi - \psi|| := M \cdot \alpha \cdot d(\varphi, \psi).
\]
The hypothesis implies that \( d : B_+(\Omega) \times B_+(\Omega) \to \mathbb{R}_+ \) is a contraction on the complete metric space \( B_+(\Omega) \) endowed with the metric \( d(\varphi, \psi) = ||\varphi - \psi|| \), which by the Banach’s fixed point theorem implies the desired conclusion. \( \square \)

**Remark 3.2.** In general, under the conditions in Theorem 3.1 the sequence of successive approximation cannot be written in the explicit form as in the classical linear Fredholm integral equation (i.e. by using the so called resolvent). However, under some additional hypothesis on the input data \( f, \lambda \) and \( K \), this can be done, exemplified by the following result.

**Corollary 3.3.** Let \( \Omega = [a, b] \) and \( P_\lambda \) be the possibility measure induced by the possibility distribution \( \lambda \), supposed to be nondecreasing on \( \Omega \).

Let us suppose that \( \alpha > 0, f(x) \geq 0, K(x, s) \geq 0 \), for all \( x, s \in [a, b] \), \( K(b, b) > 0 \),
\[
K(\cdot, \cdot) \text{ is nondecreasing in each variable on } [a, b],
\]
\[
f \text{ is nondecreasing on } [a, b].
\]

Then, for any \( \alpha < \frac{1}{K(b, b)} \), the Fredholm possibilistic functional equation (3.1) has a unique solution \( \varphi^* \in B_+[a, b] \), nondecreasing on \( [a, b] \).
Moreover, denoting \( K_1(x,t) = K(x,t) \) and by the recurrence formula
\[
K_j(x,t) = (\text{Pos}) \int_a^b K_{j-1}(x,s)K(s,t)dP_\lambda(s)
\]
implies that there exists uniquely \( \varphi \) with
\[
\varphi = \sup\{K_{j-1}(x,s)K(s,t) \cdot \lambda(s); s \in [a,b]\}, j \in \mathbb{N}, j \geq 2,
\]
for the sequence of successive approximation with \( \varphi_0 \) positive and nondecreasing on \([a,b]\), we have the representation
\[
A^n(\varphi_0)(x) = f(x) + \alpha \cdot (\text{Pos}) \int_a^b R_n(x,t;\alpha)f(t)dP_\lambda(t)
+ \alpha^{n+1} \cdot (\text{Pos}) \int_a^b K_{n+1}(x,t)\varphi_0(t)dP_\lambda(t)
= f(x) + \alpha \cdot \sup\{R_n(x,t;\alpha)f(t)\lambda(t); t \in [a,b]\}
+ \alpha^{n+1} \cdot \sup\{K_{n+1}(x,t)\varphi_0(t)\lambda(t); t \in [a,b]\},
\]
where
\[
R_n(x,t;\alpha) = \sum_{j=1}^n \alpha^{j-1}K_j(x,t).
\]
Also, for the solution \( \varphi^*(x) \) we have the representation
\[
\varphi^*(x) = f(x) + \alpha \cdot (\text{Pos}) \int_a^b R(x,t;\alpha)f(t)dP_\lambda(t)
= f(x) + \alpha \cdot \sup\{R(x,t;\alpha)f(t)\lambda(t); t \in [a,b]\}, x \in [a,b],
\]
with
\[
R(x,t;\alpha) = \sum_{j=1}^\infty \alpha^{j-1} \cdot K_j(x,t), x, t \in [a,b].
\]

**Proof.** Taking \( M = K(b,b) \), the hypothesis in Theorem 3.1 are fulfilled, fact which implies that there exists uniquely \( \varphi^* \) satisfying (3.1).

It remains to deal with the sequence of successive approximations.

Let us choose \( \varphi_0 \) be positive and nondecreasing on \([a,b]\) (clearly it follows that \( \varphi_0 \) is bounded too). We get
\[
\varphi_1(x) = A(\varphi_0)(x) = f(x) + \alpha \cdot (\text{Pos}) \int_a^b K(x,s)\varphi_0(s)dP_\lambda(s)
= f(x) + \alpha \cdot \sup\{K(x,s)\varphi_0(s)\lambda(s); s \in [a,b]\},
\]
which from the hypothesis immediately implies that \( \varphi_1(x) \geq 0 \), for all \( x \in [a,b] \) and \( \varphi_1 \) is nondecreasing (and therefore bounded) on \([a,b]\).

Also, \( \varphi_1 \) is the sum of two positive and both nondecreasing functions on \([a,b]\). Since it is easy to prove that if \( F \) and \( G \) are both nondecreasing on \([a,b]\) then
\[
(\text{Pos}) \int_a^b [F(s) + G(s)]dP_\lambda(s) = \sup\{(F(s) + G(s))\lambda(s); s \in [a,b]\}
= F(b)\lambda(b)) + G(b)\lambda(b) = \sup\{F(s)\lambda(s); s \in [a,b]\} + \sup\{G(s)\lambda(s); s \in [a,b]\}
\]
we obtain
\[
\varphi_2(x) = f(x) + \alpha \cdot (\text{Pos}) \int_a^b K(x, t) \cdot \varphi_1(t)dP_\lambda(t)
\]
\[
= f(x) + \alpha \cdot (\text{Pos}) \int_a^b K(x, t)f(t)dP_\lambda(t)
\]
\[
+ \alpha^2 \cdot (\text{Pos}) \int_a^b K(x, t) \left[ (\text{Pos}) \int_a^b K(t, s)\varphi_0(s)dP_\lambda(s) \right] dP_\lambda(t).
\]

If, for each fixed \(x \in [a, b]\) we denote \(F(t, s) = K(x, t) \cdot K(t, s) \cdot \varphi_0(s)\), then \(F(t, s) \geq 0\) for all \(t, s \in [a, b]\) and \(F(t, s)\) is nondecreasing in each variable \(t\) and \(s\). Also, since \(F\) is bounded on \([a, b] \times [a, b]\), it follows that we can write
\[
(\text{Pos}) \int_a^b K(x, t) \left[ (\text{Pos}) \int_a^b K(t, s)\varphi_0(s)dP_\lambda(s) \right] dP_\lambda(t)
\]
\[
= \sup\{K(x, t)\lambda(t) \cdot \sup\{K(t, s)\varphi_0(s)\lambda(s); s \in [a, b]\}; t \in [a, b]\}
\]
\[
= \sup\{\sup\{K(x, t)K(t, s)\lambda(t); t \in [a, b]\} \cdot \varphi_0(s)\lambda(s); s \in [a, b]\}
\]
\[
= \sup\{K_2(x, s)\varphi_0(s)\lambda(s); s \in [a, b]\}
\]
\[
= (\text{Pos}) \int_a^b K_2(x, s)\varphi_0(s)dP_\lambda(s),
\]

fact which leads to the formula
\[
\varphi_2(x) = f(x) + \alpha \cdot (\text{Pos}) \int_a^b K(x, t) \cdot f(t)dP_\lambda(t) + \alpha^2 \cdot (\text{Pos}) \int_a^b K_2(x, s)\varphi_0(s)dP_\lambda(s).
\]

Continuing these kinds of reasonings, step by step we easily get the recurrence formula
\[
\varphi_{n+1}(x) = A^n(\varphi_0)(x)
\]
\[
= f(x) + \sum_{j=1}^n \alpha^j \cdot (\text{Pos}) \int_a^b K_j(x, t)f(t)dP_\lambda(t)
\]
\[
+ \alpha^{n+1} \cdot (\text{Pos}) \int_a^b K_{n+1}(x, t)\varphi_0(t)dP_\lambda(t)
\]
\[
= f(x) + \alpha \cdot (\text{Pos}) \int_a^b \left[ \sum_{j=1}^n \alpha^{j-1}K_j(x, t)f(t) \right] dP_\lambda(t)
\]
\[
+ \alpha^{n+1} \cdot (\text{Pos}) \int_a^b K_{n+1}(x, t)\varphi_0(t)dP_\lambda(t)
\]
\[
= f(x) + \alpha \cdot \sup\{R_n(x, t; \alpha)f(t)\lambda(t); t \in [a, b]\}
\]
\[
+ \alpha^{n+1} \cdot \sup\{K_{n+1}(x, t)\varphi_0(t)\lambda(t); t \in [a, b]\}.
\]

Now, by mathematical induction we easily can prove that
\[
0 \leq K_{n+1}(x, t) \leq [K(b, b)]^{n+1},
\]
for all \( x, t \in [a, b] \) and \( n = 0, 1, \ldots \). This immediately implies (even uniformly with respect to \( x \in [a, b] \))

\[
0 \leq \lim_{n \to \infty} \alpha^{n+1} \cdot (Pos) \int_{a}^{b} K_{n+1}(x, t) \varphi_0(t) dP_{\lambda}(t)
\]

\[
\leq \lim_{n \to \infty} \left( [\alpha \cdot K(b, b)]^{n+1} \cdot (Pos) \int_{a}^{b} \varphi_0(t) dP_{\lambda}(t) \right)
\]

\[
\leq \lim_{n \to \infty} ([\alpha \cdot K(b, b)]^{n+1} \| \varphi_0 \|) = 0
\]

and

\[
0 \leq \sum_{j=1}^{\infty} \alpha^{j-1} K_j(x, t) f(t) \lambda(t) \leq \sum_{j=1}^{\infty} (\alpha \cdot K(b, b))^{j-1} \cdot [K(b, b) f(b)].
\]

Therefore, for each fixed \( x \in [a, b] \),

\[ R_n(x, t; \alpha) = \sum_{j=1}^{n} \alpha^{j-1} K_j(x, t) f(t) \lambda(t), \]

converges (for \( n \to \infty \)) to \( R(x, t; \alpha) \cdot f(t) \lambda(t) \), uniformly with respect to \( t \in [a, b] \).

Applying now the formula

\[
| \sup \{ R_n(x, t; \alpha) f(t) \lambda(t); t \in [a, b] \} - \sup \{ R(x, t; \alpha) f(t) \lambda(t); t \in [a, b] \} |
\]

\[
\leq \sup \{| R_n(x, t; \alpha) f(t) \lambda(t) - R(x, t; \alpha) f(t) \lambda(t); t \in [a, b] \} |
\]

we immediately arrive to formula (3.3). □

**Remark 3.4.** It is clear that Corollary 3.3 remains valid if in its statement we replace everywhere the word ”nondecreasing” with the word ”nonincreasing” and \( K(b, b) \) with \( K(a, a) \).

### 4. Volterra possibilistic integral equations

It is known that in the classical case, the Volterra integral equation has solution for any value of the parameter \( \alpha \). Unfortunately, in the case of Volterra possibilistic integral equation, this fact does not hold in general. However, for some appropriate choices of the possibility measure \( P_{\lambda} \) in equation (1.2), it has unique solution for any value of the parameter \( \alpha \).

Let us make the notation

\[ B_+[a, b] = \{ f : [a, b] \to \mathbb{R}_+; f \text{ is bounded and positive on } [a, b] \}, \]

endowed with the uniform norm \( \| \cdot \| \).

For our purpose and taking into account the definition of the possibilistic integral in Definition 2.1, in the Volterra possibilistic integral equation in (1.2) we will consider a family of possibility measures depending on a parameter \( \tau > 0 \), for which (1.2) formally becomes the nonlinear functional equation

\[ \varphi(x) = f(x) + \alpha \cdot \sup \{ K(x, s, \varphi(s)) \cdot \lambda_{\tau}(s); s \in [a, x] \}, x \in [a, b], \tau > 0, \quad (4.1) \]

where \( \lambda_{\tau}, \tau > 0 \) is a family of possibility densities defined as in Definition 2.1, (ii).
The main result is the following.

**Theorem 4.1.** Let $P_{\lambda_{\tau}}$ be the possibilistic measure induced by the possibilistic distribution $\lambda_{\tau}$ on $[a, b]$, $\tau > 0$.

Let us suppose that

$$ K \in B_{+}([a, b] \times [a, b] \times \mathbb{R}) ,$$

(4.2)

where $B_{+}([a, b] \times [a, b] \times \mathbb{R})$ denotes the space of all positive and bounded functions $g : [a, b] \times [a, b] \times \mathbb{R} \to \mathbb{R}_{+}$, there exists $L > 0$ such that

$$ |K(x, s, u) - K(x, s, v)| \leq L \cdot |u - v| , \text{ for all } x, s \in [a, b], u, v \in \mathbb{R}_{+}$$

(4.3)

and that

$$ \lim_{\tau \to +\infty} \sup \{\lambda_{\tau}(s); s \in [a, b]\} = 0 .$$

(4.4)

Then there exists $\tau_{0} > 0$ such that for any $f \in B_{+}[a, b]$, any $\alpha > 0$ and any $\tau > \tau_{0}$, the Volterra possibilistic integral equation (4.1) has a unique solution $\varphi_{\tau} \in B_{+}[a, b]$.

**Proof.** For any $\varphi \in B_{+}[a, b]$, let us denote

$$ T_{\tau}(\varphi)(x) = \sup \{K(x, s, \varphi(s))\lambda_{\tau}(s); s \in [a, x]\}, x \in [a, b], \tau > 0 .$$

It is well-defined for any fixed arbitrary $x \in [a, b]$, because from hypothesis on $K$ and $\lambda_{\tau}(s)$, it easily follows that as function of $s$, $K(x, s, \varphi(s))$ there exists $M > 0$ such that $|K(x, s, \varphi(s))|\lambda_{\tau}(s) \leq M$, for all $x, s \in [a, b]$. In what follows, we prove that $T_{\tau}(\varphi) \in B_{+}[a, b]$. For any fixed $x \in [a, b]$, we immediately get

$$ T_{\tau}(\varphi)(x) = |T_{\tau}(\varphi)(x)| = |\sup \{K(x, s, \varphi(s))\lambda_{\tau}(s); s \in [a, x]\}|$$

\leq \sup \{|K(x, s, \varphi(s))\lambda_{\tau}(s); s \in [a, x]\} \leq M .

In conclusion $T_{\tau}(\varphi) \in B_{+}[a, b]$ and this also implies that $A_{\tau}(\varphi) = f + \alpha \cdot T_{\tau}(\varphi) \in B_{+}[a, b]$.

Therefore, by using the hypothesis (4.3) and (4.4) too, we immediately obtain

$$ |T_{\tau}(\varphi)(x) - T_{\tau}(\psi)(x)|$$

\leq \sup \{|K(x, s, \varphi(s))\cdot \lambda_{\tau}(s) - K(x, s, \psi(s))\cdot \lambda_{\tau}(s); s \in [a, x]\} \leq L \cdot \sup \{\varphi(s) - \psi(s); s \in [a, x]\}

and

$$ |A_{\tau}(\varphi)(x) - A_{\tau}(\psi)(x)| = \alpha \cdot |T_{\tau}(\varphi)(x) - T_{\tau}(\psi)(x)|$$

\leq \alpha \cdot L \cdot \sup \{\varphi(s) - \psi(s)\cdot \lambda_{\tau}(s); s \in [a, x]\}

\leq \alpha \cdot L \cdot \sup \{\lambda_{\tau}(s); s \in [a, b]\} \cdot \|\varphi - \psi\| ,

which immediately implies

$$ d(A_{\tau}(\varphi), A_{\tau}(\psi)) := \|A_{\tau}(\varphi) - A_{\tau}(\psi)\|$$

\leq \alpha \cdot L \cdot \sup \{\lambda_{\tau}(s); s \in [a, b]\} \cdot \|\varphi - \psi\| = \alpha \cdot L \cdot \sup \{\lambda_{\tau}(s); s \in [a, b]\} \cdot d(\varphi, \psi).$$

From condition (4.4), there exists $\tau_{0}$ such that for all $\tau > \tau_{0} > 0$ to get

$$ \alpha \cdot L \cdot \sup \{\lambda_{\tau}(s); s \in [a, b]\} < 1 ,$$

therefore $d$ is a contraction on the complete metric space $B_{+}[a, b]$ and applying the Banach’s fixed point theorem we arrive at the desired conclusion. \qed
Remark 4.2. An important particular case is when \( K(x,s,v) := K(x,s) \cdot v \). In this case, condition (4.2) becomes \( K \in B_+(\mathbb{[a,b]} \times [a,b]) \) and it immediately implies the condition (4.3), with \( L = \sup\{K(x,s) ; x,s \in [a,b]\} \).

Remark 4.3. There are very many simple examples of families of possibilistic distributions satisfying condition (4.4) in Theorem 4.1, like, for example,

\[
\lambda_\tau(s) = e^{-\tau |s|+1}, \quad \lambda_\tau(s) = \frac{s^2}{\tau}, \quad \lambda_\tau(s) = \frac{|\sin(s)|}{\tau}, \quad \tau > 0
\]

and so on.
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