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TH E  M A R K O V  P R O P E R T Y  F O R  TH E SO LU TIO N  OF TH E 
ST O C H A S T IC  N A V IE R -STO K E S EQ U A TIO N

H A N N E L O R E  LISEI

A b str a c t . We consider the stochastic Navier-Stokes equation of Navier- 

Stokes type containing a noise part given by a stochastic integral with 

respect to a Wiener process. The purpose of this paper is to prove that 

the solution of this nonlinear equation is a Markov process. We take into 

consideration the properties of the Galerkin approximations.

1. In troduction

The stochastic Navier-Stokes equation has important physical and technical 

applications. It describes the behavior of a viscous velocity field of an incompressible 

liquid. The equation on the domain of flow G C ïïln (n >  2 a natural number) is 

given by

r U =  ~(U,V)U +  f  - V p  + C(U)^-
< dt dt. ( i)

div U =  0, U(0, x) =  Uo(x), U(t , x) |ôg=  0, t > 0, x e  G,

where U is the velocity field, v is the viscosity, A is the Laplacian, V is the gradient, /

is an external force, p is the pressure, and Uo is the initial condition. Realistic models

for flows should contain a random noise part, because external perturbations and the

internal Browninan motion influence the velocity field. For this reason equation (1)
ôwcontains a random noise part Here the noise is defined as the distributionalat

derivative of a Wiener process , whose intensity depends on the state U.

Throughout this paper we consider strong solutions ( “strong” in the sense of 

stochastic analysis) of a stochastic equation of Navier-Stokes type (we will call it a
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stochastic Navier-Stokes equation) and define the equation in the generalized sense as 

an evolution equation, assuming that the stochastic processes are defined on a given 

complete probability space and the Wiener process is given in advance.

An important property in the study of the solutions of stochastic differential 

equations is the Markov property. This property is used for example in dynamic 

programming approaches (see [4]) to formulate Bellman’s principle, in the theory of 

random dynamical systems (see [1]) to determine invariant measures, in investiga­

tions of the long-time behaviour of the processes (see [8]). In the case of stochastic 

processes which are also Markov processes we can describe its properties by studying 

the properties of the corresponding Markov semigroup.

In this paper we prove that the solution of the stochastic Navier-Stokes equa­

tion is a Markov process. This property was proved by B. SchmalfuB [6] for the 

stochastic Navier-Stokes equation, but only for the case of additive noise. Our hy­

pothesis are more general.

The structure of the paper is as follows: In Section 2 we give the assumptions 

for the Navier-Stokes equation and mention some results concerning the convergence 

of the Galerkin approximations to the solution of the considered equation. We also 

prove that the solution depends continuously on the initial data. Section 3 contains 

the main result of our paper. We prove that the solution of the stochastic Navier- 

Stokes equation is a Markov process. In Section 4 we give some auxiliary results from 

stochastic analysis.

56



THE M ARKOV PROPERTY FOR THE SOLUTION OF THE STOCHASTIC NAVIER-STOKES EQUATION

Frequently Used Notations

—̂ weak convergence (in the sense of functional analysis)

Ia indicator function for the set A

EX  mathematical expectation of the random variable X

Cy{£2) space of all ^-measurable random variables u : Q —> V

with i?||tt||y < ° °

Cy{Q, x [0,T]) space of all T  x i?([0,Tr])-measiirable processes

u : £2 x [0,T] - »  V that are adapted to the filtration 
T

0^)*€[o,t ] an<i EJ\\u{t)\\vdt ^  00
0

2. Assumptions and formulation of the problem

First we state the assumptions about the stochastic evolution equation that 

will be considered.

(i)  : (£2, T  y P) is a complete probability space and (^)te[o,T] is a right con­

tinuous filtration such that Tq contains all .F-null sets. {w{t))te[o,T] is a 

real valued standard ^-W iener process.

(ii) : (V, H , V*) is an evolution triple (see [10], p. 416), where ( V ,  || • ||v) and 

(Hy U K) are separable Hilbert spaces, and the embedding operator V ^  H 

is assumed to be compact. We denote by (*, •) the scalar product in H .

(iii) : A  : V —> V* is a linear operator such that (Av,v) > for all

v E  V and (Au,v) =  (Avyu) for all u,v E  V, where v >  0 is a constant 

and (*, •) denotes the dual pairing.

(iv) : B : V x V —> V* is a bilinear operator such that

(B(u, v), v) =  0 for all uyv E V  

and there exists a positive constant b > 0 such that

\{B{u, v),z){2 <  6||2||M|u||||u||v||v||||v||v 

for all UjVyz E  V .
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(v ) : C : [0, T] x H H is a mapping such that

(a )  : ||C(t, u) — C(t, v)||2 < A||u — v||2 for all t E [0, T], u,v £ H, where À 

is a positive constant;

(b )  : C(t, 0) =  0 for all t G [0,TJ;

( c )  : C{-,v) E C2h [0,T\ for all v e H .

(v i) : $  : [0, T] x H —y H is a mapping such that

(a )  : ||$(tj u) — 3>(t, v)||2 < fi\\u — v\\2 for all t E [0, T], w, ?; E where fi 
is a positive constant;

( b )  : <&(t, 0) =  0 for all t E [0, T]\

( c )  : $( . ,v) E C2h [0,T\ for all v E H.

(vii) : xq is a H-valued ^-measurable random variable such that i?||a?o||4 <

Definition 2.1. W e call a process from the space x [0 ,T ]) with

£?||tf(*)||2 <  oo for all t E [0, T] a solution of the stochastic Navier-Stokes 
equation if it satisfies the equation:

t t
(U ( t ) , v )+ j (A U (s ) , v )d s  =  (* 0 ,v )+J(B(U(s) ,U(s) ) ,v)ds  (2)

0 0
t t

+  J(®{s,U(s)),v)ds +  j ( C(s,  U(s)),v)dw(s)

0 0
for all v E V, t E [0,T] and a.e. u E where the stochastic integral is understood in 

the Ito sense.

O -  2

Remark 2.2. If we set n — 2 . V  — {u  EW j (G ) : divu =  0 }, H =  t /L and

{A-u,v) =  j  Y h ^ ^ d x ,  (B(u,v),z) = -  j  Y ^ u i ^ zjdx, ${t,u) = f(l) 
G i = 1 1 * G *>i = l 1

for u, v, z E K, t E [0 ,T }, then equation (2) can be transformed into (1).

Let h\, /i2, . . . ,  /in , • * * E i?  be the eigenvectors o f the operator .4, for which we 

consider the dom ain o f  definition Dom(^4) =  {v E V \ Av E H}.  These eigenvectors 

form  an orthonorm al base in H and they are orthogonal in V. For each n E N we
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consider Hn :=  sp{hi, /12, . . . ,  hn} be equipped with the norm induced from H . We 

write (Hn, || • ||v) when we consider Hn equipped with the norm induced from V. We

define by IIn : H Hn the orthogonal projection of H on Hn
n

Tlnh : = J 2 ( h,hi)hi.
» = 1

Let A n : Hn —*■ Hn, Bn : Hn x Hn Hn, $ n,Cn : [0,T] x Hn -> Hn be defined 

respectively by
n n

A nu =  ^{Av^h^hi,  Bn(u,v) =  y i {B (u 9v),hj)hi, 
i = 1 i=l

Cfj w) = u), ( ţ ? U ) = , u),

for ail t G [0, T], u, v G

THE M ARKOV PROPERTY FOR THE SOLUTION OF THE STOCHASTIC NAVIER-STOKES EQUATION

The existence of the solution of the Navier-Stokes equation (2) is proved by 

approximating it by means of the Galerkin method, i.e., by a sequence of solutions of 

finite dimensional equations (Pn)fn >  1.

For each n =  1 ,2 ,3, . . .  we consider the sequence of finite dimensional evolution 

equations

(■Pn) "b J {A nUn{s)} v )d s — (#0n>̂ ) + J ( B n ( U n { s ) , U n ( s ) ) , v ) d s

0 0 
t t

+ J($n(s,U„(s)),v)ds+ J(Cn(s,U„(s)),v)dw(s),

for all v G Hn} t G [0, T] and a.e. u G fi.

We use an analogous method as in [9]. Let ( x m J be a family of Lipschitz 

continuous mappings such that

X m { x )

1 , if 0 < x < M,

< 0 , if x > M +  1,

M + l - a r ,  if x e { M , M + 1).
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For each fixed n G N we consider the solution Un of equation (Pn) approxi­

mated by (M  =  1, 2, . . . )  which is the solution of the equation

t

{Pn) (Un{t),v) +  J (A nU™{s),v)ds =  (x0„,t>)
0

t

+  J(xM{\\UXt m 2)Bn(U£I {s),UXl (s)),v)ds 
0

t t

+  J {^ n{s,U^r{s)),v)ds+J{Cn{s,U^I {s)),v)dw{s),
0 0

for all v G Hny t G [0,T], and a.e. w G O. For this equation we apply the theory 

of finite dimensional Ito equations with Lipschitz continuous nonlinearities (see [5], 

Theorem 3.9, p. 289). Hence there exists G £\jfn || ||v)(^  x [0>^1) almos  ̂ surely 

unique solution of (Pjf)  which has continuous trajectories in H .

Theorem  2.1 . For each n G N, equation (Pn) has a solution Un G Cy(£L x [0,2]), 

which is unique almost surely and has almost surely continuous trajectories in H . For 
each n GN it holds

P  J ™  SUP “  ^nW II2 = 0 = 1 .
\ M - + c o t e [  0,T] /

T heorem  2.2. The Navier-Stokes equation (2) has a solution U G Cy(Q x [0,T]), 

which is almost surely unique and has almost surely continuous trajectories in H . The 
following convergence holds

lira E\\Un{t) -  U{i)||2 =  0 for all t € [0,7].n—>oo

Lem m a 2.3. There exists a positive constant c such that

T
E sup ||t/(/)||4 +  Æ7( / ||C/(S)||^^)2 < c£7||x0||4.

t€[0,T] '0

The proofs of these results can be found in [2].
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Before we investigate the Markov property for the solution of the stochastic 

Navier-Stokes equation, we prove that the solution U of (2) depends continuously on 

the initial data

T heorem  2.4. Let (Xq ) be a sequence in H and let xq G H be such that

J im  H * ^  -  *o||2 =  0 .N-ÏOO

Then for each t G [0,T] it holds

lim E\\UN{i) -  U(t)||2 =  0,
iV —y oo

where Un is the solution of (2) satisfying the initial condition Un (0) =  Xq . 

Proof For all t G [0, T] and a.e. u G Q let

^ n

e(<) =  e x p ^  -  -J  ||tf(8 )||vd ® - (A +  V / * ) *  f

0

It follows by the Ito formula that

e(<)||tf(<) -  M * )H 2 +  2 J e(s)(AU(s) -  AUN(s),U(s) -  UN(s))ds 
0 

t

=  Haro -  +  2 J e(s)(B(U(s), U(s)) -  B(UN(s), UN(s)),U(s) -  UN(s))ds
0

t t

- ţ f  e(«)l|tf(*)llvll W  -  ^(8)||2ds -  (A + ïy/ïïje(s)\\U(s) -  Ufr{s)\\2d8 
0 0 
t

+  2 j e(«)(* (« , «/(«)) -  *{s, UN(s)), U(s) -  UN{s))ds
0
t

+  J e(s)||C(s, U(s)) -  C(s, UN(s))\\2ds 
0

t

+  2 Je(s)(C(s,U(s)) -  C(s, UN(s))t U(s) -  UN(s))dw(s).
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In view of the properties of B we can write

2(B(U(s), U(s)) -  B(Un (s), Un (s)), U(s) -  UN(s))

=  2{B(U(s) -  UN(s),U(s)),U(s) -  UN{s))

< ţ\\V(s)\\l\\U(,) -  *7jv(s)||2 +  v\\U(s) -

Now we use the properties of *4, C, and those of the stochastic integral to obtain

E sup e(s)\\U(s) -  £ M *)||2 < ||z0 -  x%\\2
s€[0,t)

+  4 #  sup /  e(r)(C(r,U(r)) — C(ryUN{r)),U(r) -  UN(r))dw(r)
«e[0,t] * j

t

< k\E f sup |e(r)||J7(r) — C/ (̂r)||2}ds
J re[0,s] L J

+  \ e  sup e(s)\\U(s)-UN(s))\\\

where ki is a positive constant and t 6 [0,T]. By Gronwall’s Lemma we get

E sup e(s)||U(s) -  J7jv(s)||2 < 4e2/flT||x0 -  â ||2
«6[0,t]

for all t G [0,T].

We take t := Tjy > where Tm is the following stopping time

otherwise.
o

Using the hypothesis and the above inequality it follows that for each fixed M £ N 

we have

ïimE\\U(Tiï)-UN(Tiï)\\2 = 0.
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Applying Proposition 4.1 for T  t, Tm :=  7 $ , Qn{T) :=  ||U(T) -  Un (T)||2 we 

obtain

lim E\\Uw(t) — 17(t)||2 =  0.

□

3. T he M arkov property

Let us introduce the following (T-algebras

<7[c/(*)] := (J{U(s)}, CF[u(r):r<s] ~  <7{U ( r ) : r  < s}

and the event

&\u{$)=y] '■= {w ■U{s) =  y}.

For the solution U of the Navier-Stokes equation (2) we define the transition func­

tion

P(s,x,t ,A)  := P(U{t) e  A\a[u($)=x])

with s,t £ [0,T],s < t , x E H , A £  B(H).

In the following theorem we prove that the solution o f  the N avier-Stokes 

equation  is a M arkov process. This means that the state U(s) at time s must 

contain all probabilistic information relevant to the evolution of the process for times 

t > s.

T heorem  3.1. (i) For fixed s,t £ [0,T],s < t , A Q  B(H) the mapping

y G H «->- P(s1 y , t, A) e IR
is measurable.

(U) The following equalities hold

P(U(t) € A\rs) =  P(U(t) € A\am t)])

and

p(u(t) € A|c7[c,(r):r<s]) = p(u(t) € a|o> (s)]) 
for all s,t € [0,T]ts <  t , y £ H , A £  B(H).
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Proof, (i) Let s, t G [0, T], s < t , y G H. We denote by ( Ü(t, 5, y)) the solution
V / t € [ s , T ]

of the Navier-Stokes equation starting in s with the initial value y, i.e. U(s} s, y) = y 
for a.e. u E Q.

Let E B{H). Without loss of generality we can consider the set A to 

be closed. Let (an) be a sequence of continuous and uniformly bounded functions an : H —> IR, n E N such that

lim ||an(y) -  IA(y)|| =  0 for all y G H. ( 3 )

By the uniqueness of the solution of the Navier-Stokes equation and from the 

definition of the transition function we have

P(s,y,t,A) =  E [ l A(U(t))\(T[u{s)=y]) = E ( l A(Ü{t,8,y))).-

We consider an arbitrary sequence (yn) in H such that lim ||yn — y|| =  0.
fl —>■ oo

By using Theorem 2.4 (instead of starting in 0 we start in s) it follows that

lim E\\U(t, s, yn) -  U(t , s, t/)||2 =  0. ( 4 )

Therefore Î̂7(<, s, yn)  ̂ converges in probability to Ü(tysyy). Using (4) and the 

Lebesgue Theorem it follows that for all k G N

^lm  ̂Eak ( ù (t , s, yn)) =  Eak ( û {t, s, y ) j .

We conclude that for each k G N the mapping

y e H ^  Eak (ü  (t , s, yfj £ ]R

is continuous. Hence it is measurable. By the Lebesgue Theorem and (3) we deduce 

that for all y G H

Eak (û(t, s, yfj =  EIA (&(t, s, 3/) ) .

Consequently, P(s, -,t,A) — EIA (ü(t, s, •) j  is measurable, because it is the pointwise 

limit of measurable functions.
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(ii) First we prove that for each fixed s,t £ [0,T],s < tyy £ H the random vari­

able U(tys,y) (considered as a H-valued random variable) is independent of Ts. By 

Theorem 2.1 we have

lim ||Off {t, s, y) -  Un(t, s, y)\\ =  0 for each n £ N and a.e. w £ fi, (5)Af-foo

and by Theorem 2.2 it follows that there exists a subsequence (n') of (n) such that 

lim ||{7n/(f, s , y) — Ü(ty s , y)|| =  0 for a.e. u> E ft , (6 )
n'-+oo

where s , y )) and (t/n(£, s, y)) are the solutions of (P ^ ) and (Pn),
\ '  t£[s,T] \ /tG [s,T ]

respectively, if we start in s with the initial value y. Since for fixed n, M  the 

random variable U^{tysyy) is approximated by Picard-iteration and each Picard- 

approximation is independent of Ts (as a if-valued random variable), it follows by 

Proposition 4.2 that Un(t,syy) is independent of Ts. Using (5), (6), and Proposition 

4.2 we conclude that U(tysyy) is independent of Ts.

Let A £ B(H). Now we apply Proposition 4.3 for T  := TSyf { y yuj) := 

IA (ü ( t , s ,y ) ) ,Ç (U) := U(s). Hence

£ ’ ( j^ ( c / ( M ,t f ( S) ) ) | ^ )  =  E ̂ IA (ü(t, s, { /(« )))  |o"p7(*)j) • (7)

Since the solution of the Navier-Stokes equation is (almost surely) unique it follows 

that

Ü(t, s, U(s)) =  U(t) for all t £ [s, T] and a.e. u £ fi.

Then relation (7) becomes

e ( ia (u (t j )  =  e ( ia .

Consequently,

p {u ( t )  e  a \?s)  =  p(t7(<) e  (8)

We know

G[U(8)] C <J[U(ry.r<$] Ç  f s -
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Taking into account the properties of the conditional expectation and (8) we deduce 

that

p(u{t) G A|<7p,(r):rO]) =  ( ^ (*) € |<7[tf(r):,< .])

=  Ê E(u(t) e | C r [ C T ( r ) : r < * ] ^

□
Using results from [3] (Chapter 3, Section 9, p. 59) we deduce the following corollary.

C orollary  3.2. (%) For fixed s,t G [0,T],s <t>y  G H the mapping

A G B(H) I—y P{s1y>t } -) G IFt

is a probability measure.

(ii) The Chapman-Kolmogorov equation

P{s, y , t ,A ) =  f P(r, x,t, A)P(s, y, r, dx)
J h

holds for any r, s,t G [0, T], s < r < t, y G H) A G B(H).

Remark 3.3. We have the autonom ous version of the stochastic Navier-Stokes 

equation if for t G [0,T], h G H we have C(tyh) =  C(h) and $(t,h) =  $(h). In 

this case  ̂ ^  is a hom ogeneous M arkov process, i.e., we have

P(0, t/, t -  s, A) =  P(s, y , *, A) (9)

for all G [0,T],s < t , y € H , A €  B(H).

Now we prove the above property. Let s,t G [0, T], s < t, y G H. The solution 

U$ of the Navier-Stokes equation, which starts in s with the initial value y satisfies
t t

(U${t),v) + J(AU$(r),v)dr =  (y, v) +  j {B{Û {r), U*{r)), v)dr
3  3

t t+ j (<̂ (U4f(r)),v)dr + J(C(Ui>(r)),v)dw(r)
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for all v G V and a.e. u G fi.

We take Ü(r) =  U$(s +  r)yw(r) :=  w(s +  r) — iv(s) for r G [0,/ — $]. Then 

for U(t — s) we have

t — s t —s

( Ü ( t - s ) , v ) +  J (AÜ(r),v)dr =  (y ,v )+  j (B(Ü{r),Ü(r)),v)dr 
o o

t — S t —S

+  J (*{Ü(r)),v)dr+ j  (C(Ü(r)),v)dw(r)
0 0

for all v G V and a.e. u G fi. Since ( i2>(r) J and (u>(r)) have the
V Vr€[0 tt-s] \ v /r6[5,t]

same distribution and because of the uniqueness of the solution of the Navier-Stokes 

equation, it follows that U(t — s) and U$(t) have the same distribution. Hence (9) 

holds.

In the case of a homogeneous Markov process we denote 

p{y,t,A) := P(Q,y,t,A)

for all 2 G [0,T],y G H,A  G B(H).  The Chapman-Kolmogorov equation (see Corol­

lary 3.2) can be rewritten as

P(y,s +  t , A ) =  I A)p(y> s, dx) (10)
J h

for each s,t G [0,T],t/ G H,A  G B(H).

We consider the following set of probabilty measures on fi

S  : =  I h  ^ 4fi(d x  ̂ <  ° ° ^

and define

T M F) := f P{xXY)ii{dx)
JH

for each fi G <S, t € [0, T\. This mapping has the following properties:

(a) Tt : S - +  5,

(b) To/J> =  fi for each // G S,

(c) Tt+S =  Tt o Ts — Ts o Tt for / G [0,T].
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We deduce the result in (a) by observing that Ttp is the distribution of U(i) if the 

initial condition #o has the distribution p (p E S because of hypothesis (v ii)). Then 

by using Lemma 2.3 we have Ttp E S. For (b) one can make some easy calculations 

and (c) follows from (10). Hence (Tt)t satisfies the semigroup property.

4. Som e results from  stochastic analysis

P roposition  4.1. Let (7m ) and T  be stopping times, such that

lira P(Tm < T )  =  0.
M —H X )

Let (Qn) be a sequence of processes from, the space £]r ([0,T] x Q) such that for each 
fixed M we have

lim E\Qn{TM)\ -  0
n — y oo

and there exists a positive constant c independent of n such that

E\Qn(T)\2 < c  for all n E N.

Then

lim £|Q„(r)| =  0.
n—yoo

Proof Let e,S > 0. There exists Mo E N such that

P(Tm0 < T ) <

By the hypothesis it follows that for this Mq we have lim E\Qn(TM0)\ =  0. Conse-
7i—y oo

quently, there exists no E N such that

jE\Qn{TMo)\ < I

for all n > no. We write

^ (lQ n (T )| > * ) <  p (Tm0 < r )  +  p ({Tm„ =  T } A  {\Qn(T)\ > rf})

<  I  +  P{\Qn(TM a ) \ >  s) < I  +  ~E\Qn(TMu)\ < I  +  I  =  e

for all n > no. Hence for all S > 0 we get lim P(\Qn(T)\ > s') — 0. Therefore, the 

sequence ^|Qn(T)|j converges in probability to zero. From the hypothesis it follows
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that this sequence is uniformly integrable (with respect to a; G Œ). Hence it converges 

also in mean to zero

lim E\Qn{T)\ = 0.n—f oo

□
P rop osition  4.2. Let ÏF C T  be a CF-algebra, (Qn) be a sequence of H-valued random 
variables which converges for a.e. w £ Q to Q. If each random variable Qn is 

independent of T, then Q is independent of T .

Proof. The random variable Q is independent of T  if

P({||Q|| <  * } n A) =  P(||<?|| <  x)P(A) (11)

for all x £ IR, A £ T . The hypothesis implies that the sequence |̂|Qn||) converges in 

probability to ||Q||. Therefore, the sequence of their distribution functions is conver­

gent

FIW.Il(*) =  ^iwiifc) (12)

for each x £ IR which is a continuity point of -F||q||.

Let x £ IR, A £ T ) S >  0. First we consider that F]|q|| is continuous in x. 
Then using the hypothesis and (12) we get

lim P({\\Qn\\ < x } D A ) =  lim P(\\Qn\\ < x)P(A) = P(\\Q\\ < x)P(A).  (13)
n —>oo n—foo

We write

p ({| | g | | < x -* }n ,4 ) <  P ({| M I< x -< J }n {| | g „| | < x }n ^ )

+  P({||Q ||<*-tf}n{||g0| | > * }n A )

<  P({||g»ll < x } n A )  +  p(|||Q|| -  ||g„||| > s ) .

Analogously we have

^({||g»ll <  *}  n A) <  P({||g|| < X +  S} n A) +  P(|||0|| -  ||Q„||I >  <5).
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Consequently,

P({||C?|| < * -  8} n A) -  p (|||Q|| -  ||Q„||| > s ) <  P(||Q„|| < X)P(A) 

< m\Q\\ < x  + S}nA) + P (|||Q|| -  ||Q„||| > s) .

In the inequalities above we take the limit n —y oo and use (13) to obtain

P({\\Q\\ < x -  6} n A) < P(\\Q\\ < x)P(A) < P({\\Q\\ < X + S} n A). 

Let S \  0 in the inequalities above. Then

e({||Q|| < n A) < P(||Q|| < X)P{A) < P({||QH < X ]  n A).

Since x is a point of continuity for F\\q\\ we have

p({|MI < x} n A) = P({||Q|| < x} n A).

Consequently, (11) holds and Q is independent of T .

Now we consider that x is not a point of continuity of F\\q \\- Let (æn) be 

a monotone increasing sequence of continuity points of i'jiQH which converges to x. 

Then

Ji™, ̂ iwiK*») = îwii1(x)>
and because xn is a point of continuity for -F||q||, we have

e({||Q|| < *n}n^) = P(||Q|| < xn)P(A).

Now we take the limit n —y oo and conclude that (11) holds. Hence Q is independent 

of T. □

P roposition  4.3. Let T  C T  be a (7-algebra, f  : H xQ  —>■ H be a mapping such that 
for each x £ H the random variable f(x,  •) is bounded, measurable and independent 
of T. Let £ be a H-valued T-measurable random variable. Then

where (T^] is the <J-algebra generated by the random variable 

This proposition is proved in [3] (see Lemma 1, p. 63).
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