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SOME QUALITATIVE PROPERTIES OF THE SOLUTIONS TO  
QUASI-LINEAR DIFFERENTIAL INCLUSIONS

M A R I A N  M U R E Ş  A N

Abstract. The aim of the present paper is to introduce some recent results 

on the existence and on some qualitative properties of the solutions to some 

differential inclusions of evolution.

1. Introduction

By a study of some qualitative properties of the set of solutions to a differ

ential inclusion (similarly to the case of a differential equation) we mean a study of 

one or several aspects in connection with: the existence of a solution, dependence 

on the initial value, parameter and/or right hand side, connectedness of the set of 

solutions, relaxation, periodicity and/or stability of the solution(s), etc. without a 

straight access to the solution(s).

Let us recall some well-known facts from the theory of differential equations. 

Consider I =  [0, T ] , 0 < T , X  =  Mn. We have the following result

Theorem 1 ([23], p. 10). Let x , f  G X  ; f(t>x) is continuous on I x {x  | | x — x q  |< 

b} ; M is a bound for | f ( t , x )  | on I x {x  | | x — xq |< 6} ; a =  m\n{a,b/M}. Then

* '=  /(* ,* ) , * (0) =  xo l 1)

possesses at least one solution x — x(t) on [0,c*].

Remarks. In this case each solution is continuously differentiable on the interval ]0, a[. 

The solution is not unique. For uniqueness it is necessary an extra assumption, e.g. 

a Kamke condition. The above theorem fails in-an infinite dimensional spaces, [6].
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QUASI-LINEAR DIFFERENTIAL INCLUSIONS

Adding a Lipschitz condition in respect to the second variable, the local existence is

guaranteed.

When function /  is not longer continuous, but it is continuous in x for almost 

all t and measurable in t for all x (it is a Carathéodory function) , then we have

Theorem  2 ([21], p. 4). For t G / ,  \ x — xq \< b let f  be a Carathéodory function 
and I f ( t ,x )  |< m(t), the function m being summable. Then on the closed interval 

[0,</], where d >  0, there emsts a solution of the initial value problem (1). In this 
case d satisfies: d G (0,T], <j>(t) := f* m(s) ds, <j>{t +  d) < b.

Now a solution is an absolutely continuous function on I . The assumptions 

are weaker, the conclusions are weaker, too.

These two situations may be encountered similarly in the case of more general 

Banach spaces. We have to notice that in a general Banach space X  an absolutely 

continuous function defined on I  is not almost everywhere differentiable on ]0,T[. 

But if the Banach space X  is reflexive, thanks to a theorem of Komura, [6, p. 16], we 

know that every X -valued absolutely continuous function x on I  is a.e. differentiable 

on ]0 ,T [ and æ(t) =  x(0) 4- / 0* (dx/ds) (s)ds, t G / .  Here the integral is considered 

as a Bochner integral, [18] or [17].

Now we take a look to the case of linear differential equations when X  =  ffin. 

Consider the following two systems of ordinary differential equations

where A is a n x n matrix and /  is a function, both continuous on I . If Y is the 

fundamental matrix of equation (2), then the solution of equation (3) is given by

where Y(t) =  Y (t,0 ). Obviously, this solution is continuously differentiable on / .  If 

/  G £ 1(7), then x is absolutely continuous on I .

xf(t) =  A(t)x(t)

x'(t) =  A(<)x(t) +  /(*), s (0) =  xo,

(2)

(3)
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QUASLLINEAR DIFFERENTIAL INCLUSIONS

If X  is a Banach space, the function defined by (4) is said to be the mild 
solution of equation (3), if it exists. The study of the equations of the form (3) in 

infinite dimensional spaces is performed, e.g., [6], [34], [47], [48]; applications [34],

[41].
Now we turn for a while to observe some very elementary properties of the 

differential inclusions. For the beginning we remark that a differential inclusion is a 

differential equation whose the right-hand side is a set-valued function (multifunction, 

correspondence, etc.), [21], [3], [16], [31].

Consider the following differential inclusion xf E { —1 ,+ 1 }, x(0) =  0, t E 

[0,1]. We see that if we require that the solution to be continuously differentiable, 

then the set of solutions is very poor; but if we permit to a solution to be absolutely 

continuous, then the set of solutions is rich enough. In this case one can construct a 

sequence of solutions xn converging uniformly to the constant function x =  0. But 

x =  0 is not a solution, hence the set of solutions is not always a closed set.

A classical way to obtain a differential inclusion, [3], [4], is that, starting 

from a dynamical system x*(t) =  f(t, x(t)) u(t) ) , x(to) =  xq, ” controlled” by the 

parameters u E U , to define F(t,x(t))  =  { / ( t ,  x(t), u(0)}t*€i/- For definitions of the 

solution of a differential inclusion we refer to [21]. The coincidence of the sets of 

solutions was studied for the first time by Wazewski in [57]. The set-valued functions 

and differential inclusions are useful tools not only in control problems, but also in 

economical problems, [31].

Let Z be a linear topological space. We will use the following notations: 

P (Z) =  {A C Z  I A /  0 }, C(Z) =  [A E P (Z) | A closed}, CCo (Z) =  {A  E C (Z) | 

A convex}, KCo(Z) =  {A  E P(^) | A compact and convex}.

The Hausdorff-Pompeiu metric of the sets A ,B  E C(Jf) ( (X, p) is a 

metric space) is defined by D(A, B) =  max{d(A, B), d(B, A )} where d(A, B) =  

sup{d(x,B) I x E A }. Several properties of the Hausdorff-Pompeiu metric may 

by found in [11], [8].

Let I be the interval I =  [0,T], T >  0 fixed, and X  a Banach space. 

A family of bounded linear operators W (/,s), on X , 0 <  s < t < T , depending
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on two parameters is said to be an evolution system, [48], if there are fulfilled the 

following two conditions U(s, s) =  1, U(t} r)U(r, s) =U(t>s) for 0 <  s < r < t <  T; 

(tf, s) -*  U{t, s) is strongly continuous for 0 <  s < t <  T , where by strongly continuity 

is meant that limt\sU{t^s)x =  x, for all x £ X .

By a Cauchy problem for a quasi-linear differential inclusion we mean

£ A (t, x(t))x(t) +  F(t , æ(*)), a.e. t £ / ,  and z(0) =  x0, (CP)

where A(t,w) is a linear operator from X  to X  depending on t G /  and w G X ) 
and F  is a set-valued map.

If operator A depends on t and w , the differential inclusion in (CP) is said 

to be quasi-linear, if A depends only on t , the differential inclusion is said to be 

semi-linear, and if A depends neither on t nor on w, the differential inclusion is said 

to be linear.

We are interested to study the mild solutions of the (CP), i.e. continuous 

functions having the following representation

x(<) =  Ux(t, 0)a +  f Ux[t, s)f(s) ds t e l ,  f  G 
Jo

where is the set of Bochner integrable selections from

F (- ,*(•)).
We use the following assumptions:

(X i) X  is a separable Banach space;

(X2) X  satisfies (X i) and, moreover, it is reflexive;

(A) For every u £ C(I ,X)  the family of linear operators {A(t,u) | t £ / }  

generates a unique strongly continuous evolution system Uu{t) s) , 0 < s < 

t < T\

(Ui) If u £ C (/, X ) , the evolution system Uu(t, s) , 0 <  s < t < T satisfies

(i) there exists a c\ > 0 with ||Uu(t, s)|| < c\ for 0 < s < t < T, 
uniformly in u ;

QUASI-LINEAR DIFFERENTIAL INCLUSIONS
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QUASI-LINEAR DIFFERENTIAL INCLUSIONS

(ii) there exists a c2 >  0 such that for any u, v G C(7, X ) and 

any w G X  we have

||WU(*, s)w -  Uv(t, s)u>|| < c2||u)|| J  ||u(r) -  u(r)|| dr\

(C/2) If u G C (7 ,X)  and 0 <  s < t < T , then Uu(t,s) is a compact operator,

i.e. it transforms bounded sets in relatively compact sets. In this case, 

[48, p. 48], Uu(t, s) is continuous in the uniform operatorial topology.

(U3) If G 7, S >  0, then lim<$_*o Un{t +  S,t) =  1, uniformly in u and t.

Remarks. If operator A does not depend on tu, but it depends on / ,  then the as

sumption (A) reads as follows: {A(tf) 11 G 7} generates a unique strongly continuous 

evolution system U(t,s), 0 <  s <  t <  T . In this case we take c2 =  0 (in (ii) from 

(t/i)). The dependence that is used in ( U\ ) (ii) was inspired by [48, p. 202], [32, 

lemma 2.2].

In connection with the multifunction F we will use the following assumptions:

(F\) F : I x X  —> C (X ) and for any x G X , F ( - , x) is measurable;

(F2) F : I  x X  -> CCo(X) and for any x G l ,  F ( - , a?) is measurable;

(.F3) F satisfies (F\) and for any t e l , F(J, •) : X  —► C(X ) is lower semi- 

continuous from X  in C (X ) and it is upper semicontinuous from X  in 

C(w—X ), where w—X  is X  endowed with the weak topology;

(F4) F satisfies (F\), it is product-measurable and for all t G 7, F(t, •) : X  -> 

C (X ) is upper semicontinuous;

(F5) F satisfies (F\) and, moreover, it is fc(tf)-Lipschitz, i.e. exists k G 

£ 1( /, M+) such that for almost all t G 7 and for all x , y G X , 

D(F(f,æ), F (t,y )) < &(*)||a? —y||, D being the Hausdorff-Pompeiu metric;

(Fq) F is integrably bounded by a function m G £*(7, M +), that is, for all 

x G <7(7, X ) and t G 7 we have F(tf,æ(t)) C m(tf)B, B is the closed unit 

ball in X  ;

(TV) the function t k* d(0, F (2,0)) is integrable on 7.
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QUASI-LINE A R  DIFFERENTIAL INCLUSIONS

By an inclusion of evolution we mean an inclusion of the following form 

- f j) -  6 A(t, x(t))x(t) +  F(t, a.e. t e l .

Remark. The evolution inclusions have been investigated in a series of works: [48], 

[47], [50], [2], [44], [45], [1], etc. A different approach of evolution inclusions is used 

in [5], [28]. Their approach is based on the Galerkin approximations (e.g. [15], [33]).

2. Existence o f  solutions

We need the next assumption ( Mi ) If A depends on w , then for any t G I , 

Mb(t) is relatively compact in A , where b =  (||æo|| +  ||m||i)ci>

Mb = { x e  C(7, X)  I x(0) =  xoj ||*|| < 6}, Mb(t) = {y(t) | y G 1>(z),z G M*},

1>(x) =  {y  I y{t) = U x(t,0)xo +  f  Ux(t,s)f(s)ds, x (0) =  xo, f e s ] ,  }.
Jo

Based on fixed point techniques we have proved the following two existence 

theorems

T heorem  3 ([40]). If there are satisfied the following assumptions (X %), (A),  (U\ ), 

(F2) } (Fb- e )  and if 0 < c3 <  1 , (c3 =  c2T(||*o|| +  ||m||i) +  ci||A:||i), then there exists 

a mild solution of the problem (ÇP) in Mb.

T h eorem  4 ([40]). Suppose there are satisfied the following assumptions

(i) (X 2) # (A), (Ui), (Us), (Fa), (F5- 6) ;

(ii) (Mi) or (U2);

(iii) (Fs) or (F4).

Then there exists a mild solution in Mb of the (CP) problem.

Theorem 3 uses a multivalued version of the Banach fixed point principle, 

while theorem 4 is based on the Bohnenblust-Karlin fixed point theorem, [16], [49]. 

More refined existence results may be obtained by the method developed in [19], [20].
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QUASI-LINEAR DIFFERENTIAL INCLUSIONS

3. Filippov-Gronwall theorems

By a Filippov-Gronwall theorem we understand a result which from the ex

istence of a function or a solution of a differential equation ensures the existence of a 

solution of an other differential equation or inclusion provided a ” closeness” condition 

is satisfied.

First results on this topic have been published by Filippov in [19], [20]. Later 

there were published more and more papers in connection with Filippov’s results, let 

us mention just a few of them: [25], [29], [42], [26], [3], [16] and [59]. In the case 

of linear evolution inclusions such a problem has been investigated in [22] and [55]. 

Tolstonogov, in [55], studied also the case when A is an m-dissipative operator.

In the sequel we consider a new Cauchy problem

=  A(t, y{t))y(t) +  g(t), g G Cl (I, X),  a.e. t G / ,  and 2/(0) =  y0. (5)

(Si) Suppose that problem (5) has a mild solution y(t) =  Uy(t,0)yo +  
J*Uy(t,s)g(s)ds, t G I.

It is shown that if the initial values and the nonlinear parts to (CP) and

(5) are sufficiently close and (Si) it holds, then problem (CP) has a mild solution x 
whose distance to y does not exceed a certain value.

We consider problems (CP) and (5) under the assumptions (X i) ,  (A ), ( F5) 

and (F6). Denote S =  ||x0 -yo||, P =  c2(||a?o|| +  |M|i)> MO =  k{t) +  e , e >  0, 

K(t) =  / q[p +  k€(s)]ds, E(t) =  ex p (if(t )), t G / .  Moreover, we admit assumption 

(Si) and let 7 (2) =  d(#(tf), F(t,y(t)), t G / .  Based [40, lemma 2.15] we have that 

7 G C1 and then consider n(t) =  [<f +  / q(j (s) +  e) ds] , t G / .

Theorem 5 ([38]). Suppose that the following assumptions are fulfilled: (X i ) , (A ), 

(Ui), (F5), (Fig), (F>) and (S i). Then problem (CP) has a mild solution x E 

C(/, X) such that

11*00 -  2/(011 <  n{t)E{t) =  Cl SE(t) +  E(t) f (7(s) +  e) ds 
Jo

||/(0 -  4/(011 < 7 (0  +  £ +  n (0 *c (0 ^ (0  a*e* * € L

t e /, ( 6)

( 0
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QUASI-LINEAR DIFFERENTIAL INCLUSIONS

The method of the proof (as in [19], [20], [22], [55]) consists in constructing 

two convergent sequences (tfn)n>i C C(I , X)  and ( /n)„> l C Cl (I, X)  such that x, 
the limit of (xn)n>i in the uniform topology from C(I, X ) , is the mild solution of the 

problem (CP) and it satisfies (6). / ,  the limit of the sequence (fn)n>l in £ * (/, X ), 

satisfies (7) and appears in the formula of x .

Remark. If problem (CP) is linear, we get a result from [22]. Obviously, in this case 

the assumption (Fq) is useless and c% =  0 implies that p =  0.

T heorem  6 ([38]). Suppose there are satisfied all the assumptions of theorem 5. 

Then problem (CP) has a mild solution x G 0(1, X) such that

k (0 -  y(0 ll <  ci SEit) +  J * & d {l{s) + £)ds} '  t e I

11/(0 -  5(011 <  7 (0  +  £ +  M O ci [*Æ(0 +  f| ^ (7 (0  +  0  ds

(8)

a.e. t G / .

Remark. It is obvious now, comparing (6) and (8), that the estimations in theorem 6 

are better than the estimations in theorem 5.

T heorem  7 ([38]). Suppose there are satisfied all the assumptions of the theorem 6 

with the only change that instead of the function n we consider n(t) =  c\ +  Jq 27(5) ds 
K  is replaced by K(t) =  f*\p +  2cik(s)] ds} and E is replaced by E(t) =  exp(K(t)), 
t G / .  Then problem (CP) has a mild solution x G C(I, X) such that

lk (0 -  j/(0 II <  ci

11/(0-5(011 < 27(0  +  2fc(0 ci

6E{t) + j *

N + i ' l

m
E{s)

27(5) ds on I

m
E( 0

27(5) ds a.e. t G / .

Remark. In [55] it is considered only the case of linear inclusions. This fact implies 

that the evolution system U depends only on t. Thus condition (ii) in (U\ ) is useless 

and we may take C2 =  0 (hence p =  0). The assumption (ii) in (U\) gives us the 

dependence way of the evolution system Uu in respect to the function u G C (I , X ) . 

This kind of dependence may be met in the so called ’’ hyperbolic” case, [48], [41, p 

272]. Theorem 7 contains, for the case of linear inclusion, theorem 3.2 in [55].
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4. Continuous dependence results

It is useful to know the manner of dependence of the set of solutions of an 

initial value problem upon the initial value, a parameter or the right hand side of an 

equation or inclusion. The continuous dependence results are widely used in numerical 

methods, too. For ODE dependence results may be found in many books, for instance

[23].
Recent dependence results on differential inclusions may be found in: [43], 

[51], [59], [55], [13] and [14].

The uniqueness of the mild solution of the Cauchy problem for quasi-linear 

equations follows from

Theorem 8 ([40]). Let f ,g  £ £ * (/, X ) , x  =  ||/ — g\\i and S =  ||a?0 -  Vo\\ such that 
there are satisfied all the assumptions of theorem 5 taking f  instead of F . Denote 

by x and y two mild solutions of the quasi-linear equations corresponding to / ,  xq , 
respectively g , t/o * Then the following estimation holds

IMO ~y{t)\\ <  ci(x +  <S)exp[c2(min{||x0||, ||j/0||} +  min{||/||i, ||$||i})t], t e l .

Corollary 1 ([40]). If the assumptions of the above theorem are satisfied, then

II* -  y\\c(i,X) < ci(S  + x )exp [c2(min{|ko||, ||yo||} + min{||/||i, lkl|i})T].

Corollary 2 ([40]). If the assumptions of the above theorem are satisfied and if S =  

X = 0, then x — y , hence the mild solution of problem (5) is unique.

Remark. If in problem (5) the operator A is linear, then the uniqueness problem is 

discussed, for instance, in [48, p. 106].

Let us denote by <S(a?o) the set of mild solutions of (CP). For problem (CP) 

there holds a Lipschitz dependence upon the initial values:

Theorem 9 ([38]). Suppose there are satisfied all the assumptions of theorem 7 and, 

moreover, that (5) is a differential inclusion having F instead of g . Then

D(S(x0),S(y0)) < L\\xq — yo||,
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where L =  c\E{T).

C orollary  3 ([38]). If in the inclusion (CP) A does not depend on w, then we obtain 

theorem 4.1 in [55].

C orollary  4 ([38]). If in the above mentioned theorem we consider 4  =  0, then we 
get corollary 1, [3, p. 121], and if we suppose, moreover, that F is single-valued, then 

we obtain estimation (4), in [3, p. 119].

Remark. Under the assumptions of the above mentioned theorem the set-valued map 

xq «S(xo) is globally Lipschitz. This set-valued map is studied under various 

assumptions, for instance, in [55] and [59].

Now we are interested in dependence of the set of solutions upon a parameter.

D efinition. Suppose that assumptions (X i) and (4) are satisfied. Then a function 

x(-,£) : I  x X  -> X  is said to be a mild solution of the problem (CP) with a =  £ if 

there exists /(•,£) E £ 1( /, X ) such that

f ( i ,Q  € F(t,x(t,£)),  a.e. on I,

* (* .0  = # * (.,{)(t, 0)£ +  /  W*(.|4)(< ,* )/(« ,4) ds, for each t £ I. 
Jo

We need the following hypothesis (which is (S\ ) with g =  0):

(S[ ). The next problem

=  A(t, x(t))x(i), a.e. t G / ,  and x(0) =  £, 

has a mild solution, let it be xo{t,£) = % o(.fo ( f , 0) { , for all t e  / .

T heorem  10 ([38]). Suppose the following assumptions are satisfied: (X i) , (4 ), 

(Ui), (F5), (Fs), (F7) and (£ (). Denote by S(ţ) the set of solutions of the problem 
(CP), the initial value being equal to ţ ,  (a =  £). Then there exists a function x ( -, •) : 

/  x X  -*  X  such that

38

* ( - , 0 e 5 ( 0  for each £ G X,

£ - »  x(*, £) is continuous from X  in C (I , X ).
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Partially, the method is the same to the method used in the proof of the 

theorem 6. Here we do not search integrable selections, but based on theorem 3.1 in 

[24] and proposition 2.2 in [14] at each iteration we choose a continuous selection.

Remark. If the differential inclusion in (CP) is linear, then we recover a result from 

[51] or theorem 3.3 in [52]. If the differential inclusion in (CP) is semi-linear, then 

C2 = 0 and the assumption (Fq) are unnecessary.

5. Connectedness o f  the set o f  solutions

The connectedness and the arcwise connectedness of the set of solutions is a 

topic discussed in several papers such as [51], [52], [53], [54] and [56].

In [56] it is studied problem (CP) with A depending on t only and it is 

shown that if A is an m-dissipative operator or if it is linear and the infinitesimal 

generator of a strongly continuous semi-group, then the set of solutions of problem 

(CP) is connected. The method introduced in [56] may be used also to the case of a 

quasi-linear inclusion. More exactly we have the following result

Theorem 11. We suppose that the assumptions (X\ ), (A ) } (U\ ), (F$), (Fq), (Ft)  

and (S\ )  are fulfilled and consider problem (CP). Then S(xo) is closed and connected.

Proof. In addition to the Lebesgue measure on 7 we consider the measure defined 

by dp =  exp ( - 2ciC2o J^k(s)ds^ dt, where c2o =  exp(p), p =  c2(||ar0|| +  ||m||i). 

The two measures are equivalent, [7, p. 157]. Also consider the space £ i(7 ,//, X)  of 

(classes of) Bochner integrable functions in respect to the measure p and to the norm 

||/||i* =  /oT \\f(t)\\dp(t). Let j  be the identity map j  : Cl(I ,X) Cl (Iyp ,X ) .  

We see that the norms || • ||i and || • ||i* are equivalent. Thus j  establishes an 

homeomorphism between the spaces £ l (I> X)  and Cl (I, p ,X).

For z G C(7, X)  from lemma 2.2 in [38] we have that t F(t , z(t)) is mea

surable, and by the assumptions we have that it has closed values and it is integrably 

bounded. It follows that 5 ^  ^  0, and by [24, theorem 3.2], it results that Spz is 

a bounded set in £ i(7 , X ) . By theorem [24, theorem 3.1] we know that is a

decomposable set. Hence G V  and 5 ^  is a bounded set in £i(7 , X ) .
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Take /  6 Ci(I, X ) .  Based on theorem 8 the equation (5) with g =  /  has a 

unique mild solution on I . We define the map d : £ i(J ,X ) —»• C(I ,X)  such that to 

a member /  G £ i ( / ,  X ) corresponds the mild solution of the above mentioned quasi- 

linear equations, namely d(f) =  x iff x(t) =  Ux(t,0)xo +  /J Ux[t, s)f(s) ds , t G I . 

From the corollary 1 it follows that d is a Lipschitz map, so it is continuous. But d 

is also one to one.

Let us take the following set-valued map 0  : C\(/, X ) —» C (£ i( /,  X )) defined 

by # ( / )  =  S ^ . • It follows that 0 (f) G V  and 0(f )  is bounded in C\(I, X ) , for

each /  G £ i ( / , X ) .

There holds the equality <S(xo) =  {d(f)  | /  G # ( / ) } .  If x G «S(a?o) there exists 

/  G such that x(t) = Ux(t, 0)xo+/o s) f ( s) ds, t E I. Then x =  d ( / ) . Hence 

/  G , that is /  G # ( / ) .  Vice versa, we suppose that x =  d (/) with /  G # ( / ) .

Then x(t) =  Ux(t,0)xo +  / q * )/(* ) <fe, < G /  and /  G =  SpK. Thus

x G S(xo ) .

We define the multifunction 0  : CX(I , \i, X ) —> P (£1(/, /i, X )) by #  =  j 0 j ~l . 

Obviously, # ( / )  G X>, # ( / )  is bounded for each /  G £ * (/, A*, X ) , and the sets of fixed 

points of the two multifunctions 0  and 0 are equal.

We intend to show that the set of the fixed points of the multifunction 0  is 

an absolute retract, [9, p. 85]. Since the map j  is an homeomorphism, the set of the 

fixed points of the multifunction 0  is an absolute retract, [9, p. 86]. Its image by 

d still remains an absolute retract and coincides with 5 (xo). Hence <S(a?o) being a 

retract, it is connected, [27, p. 27], and closed.

Take / ,  h G Ci(I , X ) , x =  d(f) , y =  d(h) and c*i =  / QT exp |-2ciC2o / 0* k(s) dsj 

For each v G S}?x and e >  0 we choose u G such that ||u(t) — u(t)\\ < 
d(t>{t),F(t,y(t))) + ea ]'1 <  D( F( f , * ( < ) ) , <  fc(f)||x(<)-y(<)||+ea^'1. 

Then

—2cic2o /  k(s)ds
Jo

—2cic2o /  k(s)ds
Jo

fe(<)||ar(<) -  y(f)|| dt +  ea a -1 ,
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and by theorem 8 we have

< J  exp 2cic2o /  fc(s) dsj &(t)cic2o J  \\f(s)-h(s)\\dsdt +

 ̂J  [exp ( - 2 cic20 J  k(s) * ) i r  \\f(S)-h(s)\\<

=  -  ̂  exp ^ -2cic20 j  k(s) dsj J  ||/(s) -  h(s)\\ds

j  exp _2ciC20/  *(s) ds] 11/(0 ~  MOM*

„  1 r T r f
-  2 L exp 1 -

i r——
2 exp [-

1 f
+  2 /  exp 

Jo

T

0

' +  £

< ~*~6'

Since e is arbitrary it follows that d(u,#(/i)) <  |||/  — h\\u and d ($ ( f ) y$(h)) < 

|̂|/ — A||i*. If we change f  by h and vice versa, then we have

Based on [10, theorem 1], the set of the fixed points of the multifunction $  is an 

absolute retract. Then the set of the fixed points of the multifunction #  is an absolute 

retract. Then S(xo) is an absolute retract, too. Thus the theorem is proved. □

6 . Relaxation result

The relaxation theorems (also called Filippov-Wazewski theorems and ap

peared in [19], [58]) concern with the case when the set of solutions of a differential 

inclusion (whose right-hand side is not convex) is dense in the set of solutions of a dif

ferential inclusion whose right-hand side is, usually, the convex hull of the right-hand 

side of the first inclusion.

Such theorem may be considered as an existence one for the first inclusion 

since if it is proved that the convexified inclusion has a solution and the set of solutions 

of the first inclusion is dense in the set of solutions of the convexified inclusion, then 

the first inclusion has a solution, too.

The importance of the relaxation theorems in the qualitative theory of the 

differential inclusions and control theory is emphasized in [3, pp. 123-124]. Recent 

results on this topic may be found, e.g. in [22], [59], [55] and [30].
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Let us consider two Cauchy problems, namely (CP) and the relaxed one

G A(t,æ(t))æ(tf) +  côF(t ,x(t ))} a.e. t G / ,  and a?(0) =  a. (CPc) at

T heorem  12 ([39]). Suppose there are satisfied the following assumptions: (X\)} 

(A),  (Th), (F*), (Ft), (F7) and (Si). Then

Ss*-F{a) =  <Ss>(a)-

Remarks. (a) Theorem 12 is a generalization of the theorems 2.1 and 2.5 in [22]. The 

generalization concerns the fact that we get the similar results for the corresponding 

quasi-linear case as well as the fact that in theorem 2.5 in [22] it is supposed the 

integrable function in the assumption (F$) is equal to the function k in (F 5), which 

is not necessary. This last observation was remarked also in [55].

(b) In [55, theorem 3.-6] it is proved (for the case of the linear inclusions and under the 

supplementary assumption that F has weak compact values) the following equality

Sslspi0)  =  <%  (a) •

7. Periodic solutions

The last part of this paper exhibits two theorems on a boundary value problem 

and as a particular case it results sufficient conditions for the existence of a periodic 

solution.

Consider the following boundary value problem for quasi-linear inclusion

G A(t, x(tf))a?(f) +  F(t, x(tf)), a.e. t E I and Lx =  0, (BP)

where L is a linear and continuous operator from C(I ,X)  in X .

In order to get existence results we reduce the boundary value problem to 

a fixed point problem. This reduction may be performed by the general method 

presented in [35], [36].

We need some assumptions

(L) L is a continuous bounded linear operator from the Banach space C (/, X) 
onto X . Let’s take D =  kerL. Hence D G CCo(Cf(/, X ) ) .

QUASI-LINEAR DIFFERENTIAL INCLUSIONS
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(Lx) For every v G D we consider the linear mapping L\v : AC{I ) X)  -*

Cl (IyX)  and it is the same with L\ in [36, p. 18], if A does not depend

on w . Otherwise, Lit, is the linear and onto mapping defined by L\vx{-) =

T p  - A ( - ,  «)*(.).
( Sv ) For each v G D Sv is the unique pseudo-inverse of the restriction of L to 

kerLit, and it is denoted by 5 if A does not depend on w. Since we have 

a set of mappings Sv it is naturally to impose a condition dependence 

on v . Hence we suppose there are c and q G M+ such that \\SV\\ <  c,

11 St, -  5ti|| < q\W -  v||, u,v e  D.

(P) For each v G D we define the linear and continuous projector P\v

on C ( / ,X )  by Piv(#) =  Wv(*,0)z(0). For each v G D let P$v be

the linear and continuous projector from kerLiv to kev Lxv defined by 

P$v{Uv(', 0)xc) =  Wt,(-,0)xCl) xc and xCl being two fixed elements in X  
such that ImPsv =  ker(L|kerLiJ .

(C) Suppose that the following compatibility condition is satisfied Vu G jD , 

( lx  - L 3v5t,)(L / q Wv(t,s )/(s )d s ) =  0, t G J, /  G Sjj*x , where L3t, =

^IkerLiu ’

Under the assumptions (X\), (A ), (F i) by a mild solution of the boundary 

value problem (BP) we mean a function a? G C ( / ,X )  which satisfies

* M = W * (f,0 )* (0 )+  f Wr (t,« ) /(« )d « , Lz =  0, * G / ,  / E ^ r .
«/o

Remark. From [36] it follows that the set of mild solutions of problem (BP) is con

tained in the set of the fixed points of the mapping ^ • D - »  P (D ) } ÿ(v) =  Cv(v) 

defined by Cv(x) =  {y e  D \ y(t) -  P3v(Plv(x)) -  SVL f*Uv{t,s)f{s) ds +  

Jo Uv(t, s)f(s) ds, t G / ,  /  G Ŝ >x} .  Taking into account [35] it follows that we 

may suppose the first term in the formula of y as zero, that is P3V{P\v{x)) =  0, for 

each x G D.

The t-section of V;(D ) is C(t) =  {y(t) | y G Cv(v), v G D } . Similarly to 

(M\) we need the assumption
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(M 2) If A depends on w , suppose that for each t G I, C(<) is relatively compact in 

X .

For an arbitrary positive p let us denote C3 =  (c||L||-f 1) [ci||fcp||i +  c2T||m||i]+

9c i||- l̂l llro lll •

T heorem  13 ([37]). If there are satisfied (X2) , (A), (f /i) , {F2) , (F$), {Fe) > (F3) 
or (F4), (L), {Li), (5 ), (P), (C) and, moreover, 0 <  C3 < 1, then there exists a 

mild solution of problem (BP) in D.

T heorem  14 ([37]). Suppose that there are satisfied the following assumptions

(i) ( x 2), (A), (f 2), (f 5- 6), (CM, (% ), W , (£ 1)1 (Su). (P ), (C');

(i) (M 2) or (tf2) /

(iii) (^3) or {Fi),

then there exists a mild solution of problem {BP) in D.

Remarks, (a) If operator A in (BP) does not depend on w , then in [46] it is proved 

a stronger result.

(b) If in (BP) we take Lx =  a?(0) — x{T ), then, based on theorems 13 and 

14, we get sufficient conditions for existence of periodic solutions.
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