STUDIA UNIV. BABES-BOLYAI, INFORMATICA, Volume LXI, Number 1, 2016

A COMPARATIVE STUDY OF ARTIFICIAL INTELLIGENCE
METHODS FOR KINECT GESTURE RECOGNITION

ALINA DELIA CALIN

ABSTRACT. This paper analyses a natural interface sensor based gesture
recognition for the purpose of capturing and using indirect user input dur-
ing gaming and create a more personalised and enjoyable experience. We
have compared 38 classifiers on our own database of 30 different body pos-
tures and analysed the results for the best performing of these, in terms of
precision, accuracy and time. We have found that the best performing clas-
sifiers to use in a real-time system are SimpleLogistic, MultiClassClassifier
and RandomForest. Also, next steps are discussed in terms of combining
methods for more complex poses and gestures detection, extending the
database of body postures and exploring as well the prediction potential
of such a system.

1. INTRODUCTION

Considering some of the recent main uses of artificial intelligence in the
games domain, like solving difficult games and adapting games to enhance
user experience, this paper looks into the most practical non-entertainment
uses of video games, such as learning (educational), rehabilitation (physical
and cognitive therapies in healthcare) or solving world problems, like the case
of minority games (economical). The present requirements are focused on
improving human-computer interaction, into a more natural and intuitive way,
and to make use also of the indirect input from the user and to adapt the
system to their actual needs.

One major focus in this paper is game personalization, mostly from the
point of view of making use of the newly developed interaction hardware, like
the 3D Kinect camera. The next sections will present a review of the latest
results obtained for using Al in games, especially for Kinect-based interaction,
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like gesture recognition, for which a performance comparison of the most used
methods is presented. Further, we have created our own database of poses
and compared a range of 38 classifiers on two different interpretations of the
dataset. These results are then analysed, with the purpose of deciding the
most promising methods and directions to be followed for research in this
domain.

2. RELATED WORK

Artificial intelligence has been widely used to create and solve complex
games. Some examples of the best results are based on methods like: neural
networks, reinforcement learning, evolutionary algorithms, adversarial learn-
ing and digital pheromones. These are essential for creating competitive games
features: user profiles, complex and realistic non-player characters, and mainly
personalised gameplay and adaptive game difficulty for a better enjoyment and
engagement of the user [2]. This is important because games can be used effec-
tively for educational or medical purposes, as they engage the user and mask
the serious educational or therapeutic purpose. These are essential for creat-
ing competitive games features: user profiles, complex and realistic non-player
characters, for a better enjoyment and engagement of the user.

Bakkes et al. [2] specify the psychological foundation and motivation for
creating personalized games and measures the effect on player satisfaction and
engagement, from the perspective of eight different components of the game
that can be adapted to the user: game space, mission/task, character, game
mechanics, narrative, music/sound, player matching (in multiplayer games)
and difficulty balancing. These aspects are of utmost importance when de-
signing games, considering their power of entertainment and engagement from
the user, provided that games are able to adapt these parameters according
to every user’s preferences automatically. For educational and clinical games,
the more the users are engaged into playing the games, the more they will
benefit from their educational, clinical or therapeutic purpose.

Recently developed hardware sensors, such as Microsoft Kinect, are able
to integrate full body interactivity, making video games a great tool for reha-
bilitation in both physical and cognitive therapies. In this direction, further
work would imply combining different approaches and even domains, in order
to gain more on the whole and be able to create easily a personalised expe-
rience, by making use of the physical body language input provided by these
sensors, while interacting with the system.

2.1. Gesture recognition with Kinect. Kinect is a natural interface sen-
sor created for gaming, but with a huge potential and perspectives for general
computer interaction based on human body language, as it detects and track
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20 human body joints in 3D. This data can be used for recognising body
gestures, actions, poses, detecting face emotions, finger sign language, inter-
actions with the environment and environment objects. For detecting user
body language related emotions, Saha et al. [3] have compared classifiers
k-nearest neighbour, SVM (Support Vector Machine), Neural Network with
Back-Propagation Learning (NNBPL), Binary Decision Tree and Ensemble
Tree Classifier. For a set of 5 gestures (scared, angry, happy, sad, relaxed)
the best results were on Ensemble Tree (90%) and NNBPL (89%), followed by
SVM (87%) and k-NN (86%). Results of up to 100% can be obtained when
classifying a small number of very distinct poses (such as sit/stand/lie down
with NNBPL, SVM, decision tree, and naive Bayes compared in [4]). But
accuracy and precision are very dependent on the gestures to be recognized
and the methods used. Wang et al. [5] obtain good results (85%-100% accu-
racy) using Hidden Markov Models (HMM) on a set of 8 distinct gesture (fly
twice, wave hands twice, circle, heart, both pull, both push, Buddha gesture,
Applaud 4 times) while [6] obtain 88,2% accuracy on a different set of 20 ges-
tures using an proposed method that gave better results than HMM, Dynamic
Temporal Warping (DTW), NN or action graph on bag of 3D points.

FIGURE 1. Kinect skeleton with the 20 body joints, adapted
from [1].

3. PERFORMANCE COMPARISON OF SEVERAL CLASSIFIERS

Considering that poses represent a static body configuration and that ges-
tures can be defined as a sequence of poses, the two should be approached in
a distinct way for obtaining best results. In this paper we will focus on pose
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detection, by studying a range of classifiers and comparing their performance
results based on a database of poses that are likely to be meaningful in the
context of interacting with a serious game, in order to translate the user’s
emotions and gestures, and personalise the system accordingly.

3.1. Methods. We have created a database containing 20 different poses ex-
tracted from two individuals with different body constitutions (one male, one
female, with a difference in height of 11 cm), each pose having between 15 and
30 different entries (summing a total of 489 entries), and have used it for train-
ing and testing several classifiers using Weka 3.7 (a wide collection of machine
learning algorithms) and 10-fold cross-validation [7]. Poses were represented
by all the 20 joints provided by the Kinect sensor in 3D and indicate possi-
ble actions like talking on the phone, scratching the head (thinking), praying,
hands crossed, hands out in wonder, hands on hips, hands up (winning), cov-
ering ears or in thinker pose, using one hand or both where applicable, with
the user either standing or sitting. When comparing performance, we have
taken into account precision and accuracy, but also the computing time, in
order to establish their potential to be used in real time applications.

In order to avoid confusion of similar gestures, we have taken into account
that some poses are much better recognized by the sensor while the user is
standing, so for the poses where mainly the upper body was relevant in de-
termining the pose, regardless of lower body position (sitting or standing), we
have split the data into standing poses and sitting poses, obtaining a total
of 30 distinct classes from the initial 20, with 15—20 entries each. We call
this dataset 30S as it has 30 classes with sitting poses differentiated. The
initial dataset with mixed sit/stand poses combined into 20 number of classes
is called 20M. For the purpose of detecting similar poses that are most likely
to be confused, we have summed up the confusion matrices of the top 11
classifiers for each dataset results accordingly.

3.2. Results. Results obtained from the classifiers are presented in Figures 2
and 3, from which we can observe that generally the best results in terms of
precision, accuracy and time taken to build the model, for both datasets, are
obtained with classifiers SimpleLogistic, MultiClassClassifier and RandomFor-
est.

For the first dataset (20M), the best results are obtained by SimpleLogis-
tic and LMT (accuracy 0.982, precision 0.983, but different times - 3.6 s and
19.51 respectively), followed closely by MultilayerPerceptron (accuracy 0.965,
precision 0.967, time 19.99 s). Also, five classifiers (in decreasing order of
performance: MultiClassClassifier, Logistic, RandomForest, RandomComet-
tee and SMO) obtain vales above 0.9 for both parameters. Looking at the
type of the classifiers with the best performance, we can see that all 4 from
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Functions make the top, 2 are Trees and 2 are Meta classifiers. None of the
Rules, Lazy or Bayes have good results (all are below 0.85 precision and ac-
curacy).
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F1GURE 4. Confusion matrix constructed by summing up all
the confusion matrices of the first 11 best precision classifiers
on the 20M dataset.

From the summed up confusion matrix in Figure 4 we can observe that
the most confused poses are ”praying” and ”hands crossed”, possibly because
they are very similar and also because the Kinect sensor’s accuracy is not very
good when joints are inferred and very close to each other like in these two
poses. Other common confusions are between ”hands on hips”, ”hands down”,
” servant pose” and "hands in pocket” or between ”scratch head right”, ”hand
up right” and ”phone talk right”, mostly because of the similarity of the poses,
but the confusion matrix is not completely symmetrical relatively to the first
diagonal. Also we can notice that although ”scratch head”, ”phone talk” and
“"hand up” are poses that can be done each with the left or with the right
hand, only the right hand poses are being pertinently confused, which would
suggest that the cause is not only the similarity between the poses, but also
the pose database, in terms of number of entries and data noise.
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FiGure 5. Confusion matrix constructed by summing up all
the confusion matrices of the first 11 best precision classifiers
on the 30S dataset.

For the second dataset (30S), SimpleLogistic and LMT remain on top but
have lower performance equal with MultilayerPerceptron (accuracy 0.973, pre-
cision 0.76), time being the parameter that decides the top order (6.11 s, 20.68
s and 31.31 s respectively). In this case there are seven more classifiers above
0.9 accuracy and precision, five of which are present in the over 0.9 top for the
20M dataset, but in a different decreasing order of performance: RandomFor-
est, Logistic, MultiClassClassifier, RandomComettee, IterativeClassifierOpti-
miser, SMO and LogiBoost. As type of classifiers, the top is composed of the
4 Functions, 2 Trees and 4 Meta classifiers. The confusion matrix in Figure
5 shows almost the same confusions as for the 20M dataset: “hands crossed”
with ”praying”; "hands on hips” with "hands in pocket”, ”servant pose” and
”hands down”; ”scratch head right” with ”phone talk right”. There is no
relevant confusion between the sitting and standing poses or between several
sitting poses, and, as the sitting poses in 30S are extracted from existing en-
tries in the 20M dataset, this would explain the increase in classifiers’ accuracy
and precision for the 30S dataset.
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By comparing the results obtained from the two datasets, we can generally
observe that a larger number of classes requires more computing time and it
also increases precision for most of the classifiers (as it clarifies the pose as a
standing or sitting one, as we always take into consideration the entire body),
except for the two top ones for the 20M (see Figures 6 and 7).

0.95 e
0.8
——
0.85
0.8
0.75
07
0.65
¢ S & 5 4 &4 § & §F 8
Sy g $ & g 3 ~ & & &
‘,-55' & & - 5 & T $
& < § $ & &
& s & & &
s &
é_f?
——— Accuracy Precisiﬁ'n —— Accuracy S = Precision S
F1cURE 6. Top 14 Classifiers: Precision and Accuracy for the
30S dataset (marked with S, green and blue) and 20M data set
(yellow and red).
35
30
25
20
15
10
5 1 0
T _ — e
8 & <& - £ & S & & &
59 qi":’ t?é‘ ~ é_, @6 PQ K Sb 5"-? 5
£ & G i £ & o S
“ & & §-_- £ é?- Ry 2
oy & T o
$ § 4 g :
§
< Time S (sec) W Time (sec)

FIGURE 7. Time (seconds) taken for each classifier to construct
the model. Time S refers to the 30S dataset, as previous.

Generally, time to build the model is proportional with the cross-validation
time, but easier to measure than the second, so we have used it as a rough
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indicator of time consumed for real-time model adjusting (based on the real-
time input from the user, that would potentially improve the database, and
such, the classifier’s performance).

3.3. Discussion. The results obtained are a good indicator for the next step
in regards with pose detection and gesture recognition. First, we can observe
very good real-time values obtained for precision and accuracy of some clas-
sifiers, which means they are reliable and adequate for emotions based poses
recognition in medical or educational video games based applications, as stated
in the paper as the main practical use of this study.

Based on this findings, we emphasize three main research directions: (1)
pose detection (that can be used in recognising emotions or other indirect
user input and generating a corresponding response, like pausing the game
or decreasing difficulty) to be extended to gesture recognition, (2) gesture
prediction (using preliminary data and incipient detected gestures, it would
be possible to determine a possible expected gesture before it is performed or
completed, which enables intervention for preventing or changing undesired
reactions of the user, for example preventing or reducing violent behaviour)
and (3) gesture generator (a large database of user gestures correctly identified
can be used in generating these movements for creating human behavioured
avatars).

Future improvements could also consist in adjusting the data in order to
obtain the best performance, as some classifiers perform worse or better with
a larger number of classes, while others are not influenced by this. This means
also to consider which classifiers would be best in dealing with: similar poses
(commonly confused), large number of poses and time, while keeping accuracy
and precision at an acceptable high level (which also need to be determined).
It is also worth considering an approach in which poses are based only on
the upper body part, ignoring the lower body, thus having less data to check
on and decreasing the computation time. This would avoid the confusion
between poses where only the upper body is relevant, but can be performed
either sitting or standing, and the necessity of separating these poses as sitting
or standing.

Further work on this study will also imply extending the database with
more entries of poses coming from a larger range of people with different body
proportions, in order to assure the scalability, and also to create a database
with gestures (sequences of poses, time dependent sequential data). Also,
using more pose data on similar gestures and a sensor with higher sensitivity
for gathering 3D data (like Kinect 2) will be considered, as we expect these
measures to greatly increase the accuracy and precision of pose recognition for
most of the classifiers.
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4. CONCLUSION AND FUTURE WORK

In this paper we have showed the potential of using natural interaction
sensor based gesture recognition, by creating a database from collecting Kinect
generated body poses and training and testing several classifiers. We have
obtained very good precision and accuracy (up to 0.98) for a set of 30 poses,
some of the classifier presenting a potential for usage in real-time systems
as well. Moreover, we have analysed and compared the results and obtained
from the 38 classifiers and their behaviour in database related changes. As
such, there are several potential research directions that we can extend, from
recognising body postures based emotions and adapting the system the user
is interacting is accordingly for a better experience, up to predicting possible
movement of the user and generating emotion related poses in avatars.
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