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A STUDY ON USING REINFORCEMENT LEARNING FOR

TEMPORAL ORDERING OF BIOLOGICAL SAMPLES

IULIANA M. BOCICOR

Abstract. The temporal ordering of biological samples, with the goal of
retrieving the temporal evolution of dynamic biological processes, is an im-
portant problem within bioinformatics. As the general temporal ordering
problem has been proven to be NP-complete, various approximation and
heuristic methods are developed to approach it. Reinforcement Learning
is an approach to machine intelligence in which an adaptive system can
learn to behave in a certain way by receiving punishments or rewards for
its chosen actions. This paper aims to investigate a reinforcement learning
based approach to the temporal ordering problem and several variations to
this approach, based on Q-Learning. The algorithms are experimentally
evaluated on a time series gene expression data set and we provide analysis
and comparisons of the obtained results.

1. Introduction

Reinforcement Learning [12] is an approach to machine intelligence in
which an agent [11] can learn to behave in a certain way by receiving punish-
ments or rewards for its chosen actions. The learner is not told which actions
to take, as in most forms of machine learning, but instead must discover which
actions yield the highest reward by trying them. The reinforcement learning
algorithms selectively retain the outputs that maximize the received reward
over time.

The biological temporal ordering (TO) problem is formulated as the prob-
lem of constructing a sorted collection of multi-dimensional biological data,
collection that reflects an accurate temporal evolution of a certain biologi-
cal process. The final goal is to find certain patterns in the input data that

Received by the editors: December 1, 2012.
2010 Mathematics Subject Classification. 68P15, 68T05.
1998 CR Categories and Descriptors. I.2.6[Computing Methodologies]: Artificial In-

telligence – Learning ; I.2.8[Computing Methodologies]: Problem Solving, Control Meth-
ods, and Search – Heuristic methods.

Key words and phrases. Bioinformatics, Temporal Ordering, Reinforcement Learning, Q-
Learning.

63



64 IULIANA M. BOCICOR

vary over time and use them efficiently in order to be able to offer a proper
characterization of the process in question.

In this paper we aim to investigate several variations to a reinforcement
learning based approach for the TO problem, approach that we have previously
introduced in [3]. The evaluations are made on a data set that was used in [3]
and comparisons and analysis will be provided.

The rest of the paper is organized as follows. Section 2 introduces the
biological TO problem, as well as an existing reinforcement learning based
approach. A series of variations to this approach, more specifically to the
underlying algorithm are presented in Section 3. Experimental evaluations,
analysis and comparisons of the all the algorithms are given in Section 4.
Section 5 outlines our conclusions and further work.

2. Background

In this section we will briefly present the TO problem, in a bioinformatics
framework, then review some fundamental aspects related to the reinforcement
learning based approach that we previously introduced for solving this problem
[3].

2.1. The Temporal Ordering Problem. The general temporal ordering
problem has been tackled within multiple fields. In machine learning it is
considered as important as the classification problem, given that, in certain
cases, ordering a set of instances can provide more significant information
than classifying them. The TO problem has been proven to be NP-complete
[2], therefore various approximation and heuristic methods could be used to
approach it.

Within the bioinformatics and computational biology framework, the TO
problem refers to constructing a sorted collection of multi-dimensional biolog-
ical data, collection that reflects an accurate temporal evolution of a certain
biological process. A large part of the existing data is static, but biological
processes are mostly dynamic. In order to be able to analyze and characterize
these processes, scientists need dynamic information and one way to obtain
this from static data is by inferring temporal orderings to this data. The TO
problem is important within bioinformatics, as there are many practical appli-
cations for it, one of the most significant being in the field of cancer research,
as cancer is inherently a dynamic disease.

2.2. Reinforcement Learning based approach for the TO problem.
Reinforcement Learning (RL) [7] is an approach to machine intelligence that
combines two disciplines to solve successfully problems that neither discipline
can address individually: Dynamic programming and Supervised learning. RL
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is a synonym of learning by interaction [9]. During learning, the adaptive
system tries some actions (i.e., output values) on its environment, then it
is reinforced by receiving a scalar evaluation (the reward) of its actions. The
reinforcement learning algorithms selectively retain the outputs that maximize
the received reward over time. In RL, the computer is simply given a goal to
achieve and it learns how to achieve that goal by trial-and-error interactions
with its environment.

In [3] we introduced a reinforcement learning based technique for identi-
fying a temporal ordering of a series of multi-dimensional biological samples.
Even though in the above mentioned work we refer strictly to gene expression
data obtained from microarray experiments, the applicability of our method
is more general and it can be used with different types of multi-dimensional
biological data.

From a computational point of view, the TO problem was defined as the
problem of generating a permutation that maximizes the overall similarity of
the sequence of samples considered in the ordering [3]. The RL task associ-
ated to the TO problem consists in training the agent to find a path from
the initial to a final state having the maximum associated overall similarity.
During the training step of the learning process the learning agent determines
its optimal policy in the environment, i.e. the mapping from states to ac-
tions that maximizes the sum of the received rewards. The equivalent action
configuration is viewed as a permutation that gives the temporal ordering for
the input samples. For training the TO agent [3] a Q-learning approach was
used [12] and a new action selection mechanism was defined in order to guide
the exploration of the search space [3]. After the training step of the agent
has been completed, the solution learned by the agent, which indicates the
recovered temporal ordering, is constructed starting from the initial state and
following the Greedy mechanism. For more details about how the data was
pre-processed, about the definitions of the state and action spaces, reward
and transition functions or about the action selection mechanism, we refer the
reader to [3].

3. Variations of the RL based approach

This section aims to present several variations we propose for the RL based
approach introduced in [3], used to solve the biological TO problem. In [3] we
introduced an action selection mechanism based on the ε-Greedy mechanism
[12], which uses a look-ahead procedure, in order to better guide the learning
agent through the search space. To investigate how the policy specifying the
way in which a new action is chosen in each given state influences the accuracy
of the recovered ordering, we firstly try a different action selection policy: the
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softmax policy. A second idea refers to using a different RL approach, one that
combines Q-learning with an essential mechanism of RL: eligibility traces.

3.1. The Softmax Action Selection Policy. One key aspect of reinforce-
ment learning is a trade-off between exploitation and exploration [13]. To
accumulate a lot of reward the learning system must prefer the best experi-
enced actions, however, it has to try (to experience) new actions in order to
discover better action selection mechanisms for the future.

Several rules (policies) for choosing actions in order to make transitions
among states during the learning process exist in the literature. The greedy
policy implies that the learning agent chooses the highest-valued action in
each state. An agent using this mechanism only exploits current knowledge to
maximize its reward, but does not explore new states that could lead to higher
long term rewards. A more effective method, which balances the exploration
of new states with exploitation of current knowledge, is ε-Greedy [12]. It
selects the greedy action with probability 1 − ε and, in order to explore the
environment, with probability ε it chooses an action at random, uniformly,
not taking into consideration the action value estimates. Therefore, the main
drawback of ε-Greedy is that the worst action is as likely to be chosen as the
second best one.

A way to counter this disadvantage is to use a policy that chooses better
actions more often. This is achieved by the softmax action selection policy [12],
in which actions are ranked according to their value estimates and each action
is chosen with a probability computed using its value. The greedy action will
still have the highest probability. The most common softmax method uses a
Gibbs, or Boltzmann distribution, where the probability of choosing action a
in state s is (for a Q-learning approach):

(1)
eQ(s,a)/τ∑
a e

Q(s,a)/τ

where τ is a positive parameter called temperature, which specifies how random
actions should be chosen. For high values of the temperature all actions will
be almost equiprobable. As the temperature is reduced, the actions that have
higher value estimates are more likely to be selected and in the limit, as τ → 0,
the best action is always chosen, this meaning that the softmax policy becomes
the same as the greedy policy.

3.2. Q-learning with eligibility traces. Eligibility traces were firstly intro-
duced in [5] and they are a basic mechanism used in RL for handling delay
[10]. The idea is that each time a state is visited it is marked by a trace,
which then gradually decays over time, exponentially, according to a decay
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parameter λ (0 ≤ λ ≤ 1) and to the discount rate parameter γ. The trace
makes the state eligible for learning [10].

There are two types of possible implementations for eligibility traces:

• Accumulating eligibility traces - the trace increases each time a state
is visited. States that are visited more recently and more often are
assigned more credit. For a Q-learning approach, the accumulating
trace is defined in the following way [10]:

(2) et+1(s, a) =

{
γλet(s, a) + 1, if s = st and a = at
γλet(s, a), otherwise

for all state-action pairs (s, a). Here et(s, a) represents the eligibility
trace of the state-action pair (s, a) at time t, st is the actual state and
at the actual selected action at time t.

• Replacing eligibility traces - each time a state is visited its trace is reset
to 1, disregarding the previous trace information. For a Q-learning
approach the replacing trace for a state-action pair is [10]:

(3) et+1(s, a) =

 1, if s = st and a = at
0, if s = st and a 6= at
γλet(s, a), otherwise

for all state-action pairs (s, a).

There are two approaches that combine Q-learning with eligibility traces:
Watkins’s Q(λ) [14] and Peng’s Q(λ) [8]. As in this study we use only the
former, we will briefly describe it in the following. In Q-learning the agent
learns about the greedy policy, but usually, during training, it follows an
exploratory policy (e.g. ε-greedy). Therefore, in learning about the greedy
policy, the eligibility trace information can be used only as long as the greedy
policy is followed. This means that eligibility traces are updated using Formula
2 or 3 (depending on the case) for the greedy actions, but the moment an
exploratory action is taken the eligibility trace for the respective state-action
pair is set to 0. The algorithm is given in Figure 1. We denote in the following
by Q(s, a) and e(s, a) the Q-value estimate, respectively the eligibility trace
value associated to the state s and action a, by α the learning rate, by γ the
discount factor and by λ the decay parameter.

Repeat (for each episode)
Select the initial state s of the agent (as s1).
Choose action a from s using the given action selection mechanism.
Repeat (for each step of the episode)
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Take action a, observe the reward r(s, a) and the next state s′.
Choose action a′ from s′ using the given action selection mechanism.
a∗ ← argmaxbQ(s′, b)
δ ← r(s, a) + γ ·Q(s′, a∗)−Q(s, a)
Update e(s, a) //e(s, a)← e(s, a) + 1 or e(s, a)← 1
For all s,a:
Q(s, a)← Q(s, a) + α · δ · e(s, a)
If a′ = a∗

e(s, a)← γ · λ · e(s, a)
else
e(s, a)← 0

s ← s’
until s is terminal

Until the maximum number of episodes is reached or the Q-values do not change

Figure 1. Watkins’s Q(λ) algorithm [14].

Another possible implementation of Q(λ), called naive Q(λ) [12], would
be the same as Watkins’s algorithm, except that for an exploratory action the
eligibility traces are not set to 0.

4. Experiments

In this section we provide experimental evaluations of the algorithms de-
scribed in Section 3. Several tests were made, for each Q-learning algorithm
(traditional Q-learning, Q(λ) and naive Q(λ)), using each type of eligibility
trace (accumulating and replacing) and two different action selection policies
(one step look-ahead procedure [3] and softmax action selection policy).

For the experiments we used a software framework that we have previously
introduced for solving combinatorial optimization problems using reinforce-
ment learning techniques [4].

4.1. Case study. The data set we used to test the performance of the differ-
ent Q-learning based algorithms is a time series composed of gene expression
data measuring the levels of expression of almost every yeast gene, at eight
different time points, as yeast cells were affected by a given type of environ-
mental change: dithiothrietol (DTT) exposure [6]. A time series is a collection
of data resulted from a specific type of biological experiment: samples of tis-
sues are extracted from the same individual at different and known moments
in time, during the progression of the biological process. Thus, for a time
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series data set, the exact time of each sample is provided and the ordering is
known. This data set was also used in [3] along with several different time se-
ries experiments for yeast or human cells and cancer gene expression data. As
described in [3], in order to reduce the dimensionality of the input data (which
is, usually, huge in the case of microarray experiments), we firstly pre-process
the data by applying a statistical analysis, the final goal being the selection
of those features (genes) that are most important for an accurate temporal
ordering.

The algorithms are compared by examining the accuracy of the recovered
orderings, by the number of epochs they need to achieve convergence and by
the computational time. In [3] we introduced an evaluation measure, called
Samples Misplacement Degree (SMD), which, in our view, asseses the quality
of a solution (ordering). We mention that smaller values for the SMD (smaller
numbers of misplaced samples) indicate better orderings, the correct ordering
having SMD = 0. Regarding the parameter setting, we remark that for all
types of tests we used the following values: the discount factor for the future
rewards is γ = 0.95; the learning rate is α = 0.8; the number of training
episodes is 7 · 105; for the tests using eligibility traces the decay parameter is
λ = 0.95. For each of the two action selection policies, tests were made for
different values of policy parameter (ε - in the case of the one step look-ahead
procedure and τ - in the case of softmax): {0.1, 0.2, 0.5, 0.8, 0.9}. We mention
that the experiments were carried out on a PC with an Intel Core i5-2400
Processor at 3.1 GHz (4 CPUs) with 8 GB of RAM.

4.2. Comparative results. In the following, we present the results obtained
by each type Q-learning algorithm.

The traditional Q-learning algorithm, with no eligibility traces, proves a
very good performance with both action selection policies. In the case of
the ε-Greedy based look-ahead procedure [3], the optimal solution (the correct
ordering 1, 2, 3, 4, 5, 6, 7, 8) is obtained within very short amounts of time -
less than 2 seconds, for all values of ε. During the first few epochs of the
training process the algorithm obtains various orderings, depending on the
value of the parameter ε, but it converges very soon to the optimal ordering,
in less than 3000 training epochs, on average. This is illustrated in the first
image of Figure 2, which depicts the overall similarity of the solutions obtained
during the training process. We mention that the overall similarity of 97.051
corresponds to the correct ordering.

The softmax action selection policy also leads to the correct ordering, for all
values of the temperature parameter, except for τ = 0.1. In this case, the algo-
rithm converges to a different ordering of the samples: S = 8, 1, 2, 3, 4, 5, 6, 7,
having SMD(S) = 3. Still, we observe that the algorithm succesfully recovers
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Figure 2. Q-Learning: the learning process.

the order of a subset of 7 samples, out of the set of 8. Another observation
is that for the softmax policy the convergence is slower than with the other
used policy, but as the temperature parameter increases the number of epochs
needed to reach the solution decreases. This is illustrated in the second image
of the Figure 2: for τ = 0.2 the convergence is achieved after 170000 epochs,
while for τ = 0.9 only 20000 epochs are necessary. As for the computational
time, we remark that even for smaller values of τ the solution is retrieved in
less than 1 minute.

As soon as eligibility traces are introduced, the behaviour of the Q-learning
algorithm changes radically: for certain values of ε or τ it does not converge at
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Figure 3. Q(λ): the learning process for ε = 0.8 and τ = 0.8.

all, while for other values it retrieves the correct ordering, but within greater
amounts of time.

Watkins’s Q(λ) [14] performs somewhat similarly for the two types of
eligibility traces. In this case, the softmax policy achieves better convergence
than the alternative. Q(λ) in conjunction with softmax has the following
behaviour: for τ = 0.1 the algorithm converges to different orderings than the
correct one, which have, however, values less than 4 of the SMD measure.
As the temperature increases over 0.8 the algorithm slowly converges to the
correct ordering, after 250000 training epochs. When used with the look-
ahead action selection procedure, for small values of ε, it does not achieve
convergence. But, for ε ≥ 0.8 it begins to converge to the correct solution
after 250000 episodes, equivalently 140 seconds. Still, in some rare cases,
there are individual epochs when it slightly deviates from the solution, but it
soon returns to the maximum overall similarity ordering. These are illustrated
in Figure 3, which shows the overall similarity of the solutions obtained during
the training process, for both action selection strategies (using ε = 0.8 and
τ = 0.8) and both types of traces. It can be observed that the algorithms using
the softmax policy (represented in 2 different shades of purple) completely
converge, while the ones using the look-ahead procedure (represented in light
and dark orange) slighlty deviate from the solution once in a while.

In what concerns the naive Q(λ), when run using accumulating eligibility
traces and the look-ahead policy it does not converge for lower values of ε, but
for ε ≥ 0.8 it soon converges to the correct solution, after 15000 episodes, in
less than 3 seconds. In this case, the softmax selection mechanism leads to
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Accumulating traces Replacing traces
Look-ahead Softmax Look-ahead Softmax

Q(λ)
ε < 0.8⇒ div. τ = 0.1⇒ S′ ε < 0.8⇒ div. τ = 0.1⇒ S′

ε ≥ 0.8⇒ S τ ≥ 0.8⇒ S τ ≥ 0.8⇒ S ε ≥ 0.8⇒ S

(> 250000 epochs) (> 250000 epochs) (> 250000 epochs) (> 250000 epochs)

naive Q(λ)
ε < 0.8⇒ div. all values of all values of τ = 0.1⇒ S′

ε ≥ 0.8⇒ S τ ⇒ div. ε⇒ div. τ > 0.1⇒ div.

(> 250000 epochs)

Table 1. Results obtained by the Q(λ) and naive Q(λ) algorithms.

divergence for all values of the temperature parameter. For replacing traces,
the situation is different. The algorithm does not converge for any of the tested
values of ε, in the case of the intelligent look-ahead procedure and exhibits the
same behaviour when combined with the softmax policy. Exception is the
case when τ = 0.1, when naive Q(λ) converges to a different solution than the
correct one and the convergence is achieved within less than 40 seconds.

The obtained results for Q(λ) and naive Q(λ) are synthesized in Table 1.
Here S denotes the convergence to the correct ordering: S = 1, 2, 3, 4, 5, 6, 7, 8;
S′ denotes the convergence to a different ordering than the correct one and
the abbreviation “div.” is used to indicate divergence.

4.3. Discussion. We have experimented with three Q-learning based algo-
rithms and two types of action selection policies in order to obtain results
for the temporal ordering problem. The original model is a Q-learning al-
gorithm which uses an intelligent ε-Greedy based look-ahead action selection
mechanism [3]. The other two algorithms combine Q-learning with eligibility
traces [5]. As action selection policies, we used the look-ahead procedure we
introduced in [3], as well as the softmax selection policy [12].

The obtained results demonstrate that the traditional Q-learning algo-
rithm performs better, for the considered problem, than the two algorithms
that use Q-learning in conjunction with eligibility traces: Watkins’s Q(λ) [14]
and naive Q(λ) [12]. Both these algorithms are able to retrieve the correct so-
lution, for certain values of the considered action selection policy parameters,
but convergence is much slower than in the case of Q-learning without eligibil-
ity traces. A possible explanation for this behaviour would be the fact that in
our representation of the environment the full set of states is never completely
known and therefore eligibility traces can only be updated for a known subset
of states. This leads us to the conclusion that, for the TO problem, Q-learning
with no eligibility traces is more appropriate.
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With regard to the action selection policies, we remark that in the case
of the Q-learning algorithm the intelligent action selection procedure [3] con-
verges faster than the softmax selection mechanism, as this procedure effi-
ciently guides the exploration of the search space. On the other hand, for the
look-ahead mechanism the training process during an episode has a time com-
plexity of θ(n2), while for the softmax policy this complexity is θ(n), where n
is the number of samples considered in the ordering process. We will further
investigate how an intelligent action selection mechanism, based on softmax
instead of ε-Greedy, could influence the outcome.

5. Conclusions and Further Work

In the present study we investigated several variations to a reinforcement
learning based approach for the biological temporal ordering problem, tackled
from a computational perspective. Three Q-learning based algorithms have
been experimentally evaluated and compared.

The algorithms were tested on a time series gene expression data set,
consisting of samples extracted from yeast cells affected by dithiothrietol ex-
posure, at eight different time points [6]. The tests showed that the traditional
Q-learning algorithm performs well with both considered action selection poli-
cies (intelligent look-ahead procedure [3] and softmax [12]), retrieving the cor-
rect ordering in less than 1 minute, for all tested values of the parameters,
except for one case. The two algorithms that combine Q-learning with eligi-
bility traces are also able to obtain the correct solution, but only for certain
parameter settings and after a high number of training epochs.

We plan to extend the evaluation of the Q-learning based algorithms for
the other data sets we used in [3], to further develop the analysis. We will
also investigate possible improvements of these models by adding various local
search mechanisms or combining the softmax policy with the intelligent action
selection procedure introduced in [3], by testing different values for the decay
parameter λ (in the case of Q(λ) and naive Q(λ)), by decreasing the action
selection parameters (ε and τ) during the training process or by extending the
model to a distributed RL approach.
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