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A TSPACES BASED FRAMEWORK FOR
PARALLEL-DISTRIBUTED APPLICATIONS

E. SCHEIBER

Abstract. A framework enabling the deployment and the execution of a
parallel-distribute application is presented. The application is build on an

imposed template based on the master-slave model. The application as well

as the infrastructure of the framework use TSpaces servers. The coordination
of the activities of the application is of data driven type.

1. Introduction

The purpose of this note is to present a framework enabling the deployment
and the execution of a parallel-distribute application, whose development is based
on the template presented in [4].

The development programming language is Java, used in many projects, frame-
works and products for parallel-distribute computing and for high performance
computing. The Java technology is improving continuously. Java was designed
to meet the real world requirement of creating interactive, networked programs.
Java supports multithreaded programming, too.

The model of the template is that of master-worker and the coordination is
of data driven type based on a shared dataspace [3]. The idea of the developed
approach is that of the Piranha project [3], and in order to carry out the proposed
tasks we integrate as much as possible software components that are free of charge
at least for a non commercial application.

The framework and the application template allows to solve problems which
may be solved using MPI [5, 2, 1] in a network of workstations.

2. On the template of the parallel-distribute application

The instance of the Dispatcher class corresponds to the master, while an in-
stance of the Worker class corresponds to a worker. The Dispatcher and the
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Worker classes are threads. The run methods of these Java threads contain the
specific activities to solve the given problem.

For this version of the framwork we use TSpaces 2.1.2, from I.B.M., [6], as the
shared data space for coordination and as a warehouse of the messages. TSpaces
is a Java implementations of the Linda computational model.

Between the dispatcher thread and the worker threads there are asynchronous
message exchanges. These messages are kept by a TSpaces server - the application
associated tuple space. The data to be exchanged between the dispatcher and the
workers are wrapped into objects. To distinguish between different kind of data,
a tag field may be introduced. A message consumer (dispatcher or worker) waits
until all the required messages are available. In this way the synchronization
problems are solved as well as the coordination of the activities.

The dispatcher is launched to run by a Console program. On a workstation
it is possible to start several worker threads. These threads are instantiated and
started by a Service program. The planed number of the worker threads are
equaly distributed to the involved workstations. This kind of organization of an
application is similar to that used in the JCluster software [1].

The Service program is a servlet and we use the apache-tomcat as a servlet
container Web server. The Console program which starts the dispatcher makes
the requests to the Service servlets, too. The Console and Service classes are
independent from an application.
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The i index denotes a workstation on which qi worker threads are run.

3. The framework

We suppose that several computers in a network will perform the required
computation. On each workstation, the apache-tomcat Web server must be active.

To the network of workstations it is associated a second TSpaces server to keep
the names of the involved computers-denoted as the tuple space of the network.
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A scheme of the deployment of the framework with the required programs is given
in Fig. 1.

Figure 1. The running programs within the framework.

Two tools defines the framework:
• The Advertiser tool serves to state the network of workstations. Using

this tool a computer is linked to the network of workstations to perform
a parallel-distribute computing.

The graphical interface of the Advertiser tool allows to
– declare the computer as a member of the network of workstations -

i.e. a tuple with the name of the computer is written into the tuple
space of the network;

– remove the computer from the network - i.e. remove the above
define tuple from the tuple space of the network;

– show the list of the computers in the network of workstations.
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Figure 2. The window of the Advertiser tool.

• The Developer tool allows to
– compile and arhive the service part of the application;
– deploy the service part to the workstations of the network. The

deployment is done with the apache - tomcat - deployer;
– compile the console part of the application.
– launch the console to run. In the Console class the request are

programmed using the commons - httpclient software;
– undeploy the service part of the application.

These targets are executed throught apache-ant.
A number of parameters are required: the name, the host and the

port of the application tuple space, the number of the worker threads, the
path to the apache-ant and the username and password for the manager
application of apache - tomcat.

The list of the computers name in the network is required, too.
This list may be generated with the Advertiser tool, contained in the
Developer tool, too.

The scenario to run a parallel-distribute application using the framework in-
volves:

(1) To set up the network of workstations:
(a) On launches the tuple space associated to the network;
(b) On each workstation starts the apache-tomcat Web server and, with

the Advertiser tool, declares the availability of that computer join-
ing to the network of workstations.



A TSPACES BASED FRAMEWORK FOR PARALLEL-DISTRIBUTED APPLICATIONS 345

(2) Using the Developer tool, on the host workstation install, deploy, launch
the tuple space associated to the application and execute the parallel-
distribute computation.

Conclusions. A framework to deploy and execute parallel-distribute applica-
tions is developed. The framework can be ported to any Java enabling platform.
Before running an application, workstations can be added or removed. As a draw-
back of the framework, if a workstation dies then a running application never
finishes. We intend to work on this problem. The security constraints are that of
the apache-tomcat Web server.

The current version of the framework may be downloaded from the author’s
Web page http://cs.unitbv.ro/site/pagpers/scheiber The arhive contains several
examples.
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