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Resumat. In lucrare se prezintX un sistem formal de demonstrare
prin respingere a teoremelor. Conditia necesar¥ gi suficientd
impusd acestui sistem ee bazeaz¥ pe metoda 1lui J.Hsiang de
demonstrare a teoremelor cu ajutorul sistemelor de rescriere a
termenilor.

1. Introduction. Let T be a set of linguistic, algebraic or
symbolic objects (as, for instance, first-order terms, programs)
and let ~ be an egquivalence relation on T.

DEFINITION ([2]. A computable function S:T - T is called a
canonical simplifier for the equivalence relation ~ on T iff for
all s, t e T:

S(t) ~ t

sS(t) s t
(for some ordering < on T)
t ~8 = S(t) = S(8)

For computer algebra, the problem of constructing canonical
simplifiers is basic, because of the following theorem:

THEOREM (2)}. Let T be a set of linguistic objects and ~ an
equivalence relation on T. Then ~ 1s decidable iff there exists
a canonical simplifier § for ~ .

Let T = T(F,V) be the algebra free generated by the set of
variables V with thé set of functions F; that is T is the minimal
set of words on the alphabet F u V u {(,)} such that:
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2, If f € F, a(f) is its arity, and if t1'°°'rta(t) € T, then
f(ty,eoustyyy) €T .
Let £E ¢ T(F,V) x T(F,V) Be a set of equations. By the
Birkhoff theorem (1935) s and t are _:rantically egual in th-
equational theory E(E = 8 = t) iff s and t are provably equal in
the theory E(E + s = t).
Let s ~ t be the egquivalence relation defined by E + s = £,

Then ~ ia decidable iff there exists a canonical simplifier & for

-~
.

2. Associated term rewriting system and the completion. Let
E be a set of equations E c T x T and let Ry a term rewriting
system (TRS) obtained such that
£t ~r e Rg =t =1r ¢ E and
v(r) < v(¢), where v(t) is the set of variables in the term
(object) t € T. This system will be called TRS associated with
E. The rewriting relation E} has the inverse relation,
transitive closure, the reflexive-symmetric-transitive closure
denoted by R,, R, and K, respectively. Also, we have:
ERy
For a TRS denoted R let be the following definition (3],
(73, (8]):
DEFINITION. R is noetherian (R has the finite termination
property) iff there is noc infinite chain
t ﬁs t, ﬁs t3 ﬁs"'
DEFINITION. R is confluent iff V x, y, z ¢ T J u € T such
X

that if x R.Z and x é;y then z é;u, Y é;u.
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DEFINITION. If x ¢ T, X € T, Xxg x i and it does not
exist t such that x { Bt then x | is normal form for x in TRS
R (denoted x | R).

If Ry which is associated with a system of equation E is
noetherian and confluent (i.e. complete) then, for V x € T, the
application S(x) = x { Ry is a canonical simplifier. Then ~ is
decidable, and we have :

s ~ t irt $  Rg = t | Rg

Stated in the context of confluence, the idea of completion
is straightforward:

Given a set of equations E we try to find a set of equations
F such that: g and the relation R, is confluent.

If this set of equations do not exists, then the completion
must terminate with failure or the completion is impossible.

The first completion algorithm for rewrite rules is that of
Knuth~Bendix (1967). For a general formulation of this algorithm
some additional notion for describing the replacement of teims
in terms are needed.

DEFINITION [1]},{2},(5]). Let 0(t) be the set of occurrences
of a term t. If 8, t € T(F,V) and v € O(t) then t{u « a) 1is the
term that derives from t if the term occurring at u in t is
replaced by the term s (t/u becomes s).

DEFINITION. s - t iff there is a rule a - b ¢ Ry (or an
equation ((a,b) € E), a substitution r and an occurrence u ¢ 0(s)
such that

8/u =1 (a) and t = g [u « 7 (b))
DEFINITION. The terms p and q form a critical pair in E iff
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there are equations (a,,b;) ¢ E and (a;,by) € E, an occurrence u
in 0(a;) and the substitution 7,, 7, such that:

1. a;/u is not a variable

2. 13(a;/u) = 1,5(a,)

3. p=15(a;) [u- 15(by)]

q = 1,(by)

The algorithm Knuth-Bendix is based on the

THEOREM: A TRS noetherian Ry, is confluent 1ff for all
critical pairs (p,q) of E: p | Rg = g | Ry.

Then it suggests to augment Ry by the rule p { Rg ~ q | R;
or ¢ § Rg - p + Ry. This process may be iterated until,
hopefully, all critical pairs have a unique normal form or it may
never stops: the algorithm is at least a semidecision procedure
for ~ .

The completion algorithm for rewrite rules (Knuth-Bendix,
.1967) is therefore (2]:

Input: A finite set of equations E such that R, is
noetherian.

Output: 1. A finite set of equations F such that

* *
- WD = =

Ry Ry

and relation ﬁ; (theretfore system R,) is confluent (therefore

is decidable) or
2. the procedure stops with failure or
3. the procedure never stops
Algorithm (2]:
1. F: = E ;
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2. C: = set of critical pairs of F;
3. while ¢ » 0 do
3.1. if (p,q) e Cand (p | Rp * @ 4 Ry ) then
3.1.1.if pIRy - qiRy, leaves R, noetherian then Rp:=Ry u
{piRy »qiRy} else if giRy - piRy leaves Ry noetherian
then Ry : = Ry U { g | Rp = p { Rp}
else STOP (FAILURE)
3.1.2. ¢=C v { critical pairs in Fu {(p { Rp , g ¢ Rp )}}
3.1.3. FaF U {(p ¢ Ry = g { Ry )}
3.2. Ci=C \ {(p, 9)}
4. STOP(R,).
The above crude form of the algorithm can be refined in many
ways. The sequence of critical pairs chosen by the procedure in
3.1. may have a crucial influence on the efficiency of the

algorithm.

3. The J. Nsiang's ocompletion procedure. It is well known
that a formula in first-order predicate calculus is valid, iff
the closed S8kolemized version of its negation is false under
Herbrand interpretation. Equivalentely, a formula is valid if the
set of the clauses in its clausal form is insatisfiable. Hslang
(7] first suggested using a complete rewrite system in a
resolution-like theorem-proving strategy.

Let ¢ = {Cl,..;,cn} the set of clauses of a formula in
first-order predicate calculus.

Let ¢, =L, V L,V...VL, be a clause where Lj is a literal,

and let H be a mapping transforming terms of a Boolean algebra
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into terms of a Boolean ring:

i if ¢, is empty :lause
HC) x+1 if C;isx
EL ™ ifc, isx

H(L,) »H(L,V...VL,) otherwise

THEOREM (Hsiang([7]: Given a set of c¢lauses € in first-order
predicate Calculus, € is inconsistent iff the system
H(C;) =0, C; ¢ €, i =1,n
has not a solution.
Now, let BR be the complete TRS ([7]:
X+ 0-0
X +x -0
X * 1 -x
x*0->0
X * x -~ x
X *(y+z) - xXx * Yy + x * z
For each equation H(C;) = 0 let us consider the equation
a;,~b;, where a; is the biggest monomial of boolean polynomial
H(C;) and let E be the system corresponding in this fashion to

the system of equations:

H(Cj) = O,i = I,n

The TRS Ry having all the rules of the form a; ~ b; is noetherian

(7). In the TRS formed by Ry U BR we have:

*
8 ~ t -5 ~te~s - t
H(C;)=0 E RgUBR
because a; = b; is equivalent with a; + b; = H(C;) = 0

a8
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A critical pair (p,q) may be added to system Ry not only in
the form piRy = q!Rg or in the form g!R; —#plRy , but also in the
form p'iRgy —q'iR; where p' is the biggest monomial of Boolean
polynomial P + q. Hence, the polynomial p + ¢ is an intermediate
form to study for critical pair.

Then, the previous theorem becomes:

THEOREM (7). A set of clauses €,in first-order predicate
calculus is inconsistent iff by Knuth-Bendix completion algorithm
applied to the TRS formed by R v BR, where E is the set of
equations a;=b;, 1 = 1,...,n (a; is the biggest monomial of
H(C;)), the critical pair 1-0 is obtained. Let us observe that

KB algorithm of completion is allways terminating by STOP.

4. A nev method for proving a formula. Let S = (X, F, A, R)
be a formal system, where £ is the alphabet for the term in a
boolean ring (inclu&ing + and *), F 1is the set of boolean
polynomials, A = ¢ and R is the single deductive rule denoted
“res" or :

£, £; v £, iff

£y, £,
the substitution r; and r, such that:

f) € F and there exist the monomials a, 8 € F and

(@ * 7,(f;)) + BR= (8 % 1,(f)) + £;) ¢ BR
where the equality ;s modulo associativity and commutativity.
For this formal system the following theorem is true:
THEOREM : Given a set of clauses € = {C),...,C,} in first-
order predicate calculus, € is inconsistent if in formal system
S
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true:
(aVag"V...Vas Y A(@Vb,"V. . .Vb; ') = (a; V. . .Vbs")

where i, » u, j, » v,

a, ,a, €0,1) ,s=Tk , ¢t=T/e

and

if ai‘.l

if ¢1.=0

and analogously for kﬁf.
The above implication is therefore:
HY(£) NH 'l(fj) - B l(1£,)
PROPOSITION 2. If € = {C;,...,C,} is a set of clauses, and
ir:
H(Cy),...,H(Cy) + U
U is clause polinomial, then
G Ao Ac, ~ BV
Proof: To prove this proposition we proceed by induction
after the length i of the deduction of U from H(Cy) ,...,H(Cy)
in formal system S.
If 1 = 0, then exists j such that U = H(C;) and
HY(H(Ccy)) = ¢ .
The following 1ﬁplication is true:
Ct Ao ACp=»Cy , J=1,..0,n
We suppose that the proposition 2 is true for the length g

i - 1 of deduction, and let f,,...,f, = U a deduction of U with

g1
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the length 1i.

For the three last polynomials f, ,, f,,, [, in the system
S there is the relation:

a*f,,=8B*f , + [,

Moreover, if f, is a clause polynomial, f, , and f,_, ars
too, and f, , and £, ; are obtained by the deduction of length <
i-1.

From the induction hypothesis we have:

C; N oo Ac, » BN, )

Cy AN oo Ac, - H YL, )

By the formula:

+ (A~-B) - ((A-C) - (A-BAC))
results by modus poneus:

FCy A oo ACp = Hoy (£ 3) N H_y (fpy)

From proposition 1 we have:

r HY (f,,) A HY (f,,) - B! (f,) and by the rule of

syllogism
FCy A oo ANC, = HY (£,)
or
FC A ... Acy » B (U) q.e.d.
PROPOSITION 3. If H(Cy),...,H(C,) + 1 then € = {C;,...,Ch}

is inconsistent.
Proof. From the proposition 2 we have:
FC A oo Ac, = HT (1)
but H"! (1) is the empty clause. gq.e.d.
But the condition (x) "H(C;),...,H(C,) + 1 iff € =

= {Cy,...,Cp} is inconsistent" is also true hence the implication
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"H(Cy),+++,H(Cyp) v+ 1 = € = {Cy,...,C,} is inconsistent® is true
even through not all the polynomials f£,, tj, £, in the
propositions are the clause polynomials.

Exemple: (In propositional calculul 7, = 71, = identic
substitution) € = {(PVDPVR, PVOVER PVB,0VPPVE}

H(C;) = POR + QR + PQ + Q

H(C;) = POR + PR
PQ
H(C,) =QR+Q +R +1

H(C3)

H(Cg) = PR + R

H(Cy), H(Cq) + PR + PQ + RQ + Q
(due to the fact that PQR + PQ + RQ + Q = (PQR + PR) + (PR + PQ
+ QR + Q)

PQ + PR+ RQ + Q, H(C3) » PR + RQ + Q

PR + RO + Q , H(Cg) + RQ + Q + R

(PR + RQ + Q = H(Cg) + QR + Q + R)

H(Cy), RQ+Q + R+ 1

This set of clauses is inconsistent, and the triplet f,, fj,
f;, is not in each step the clause polynomiales (like in
proposition 1).

In fact the following observation is true: if A; is the set
of all the clauses with I positive variables (nonnegative):
C) € A; and C; € A; are two clauses, |i-j| 2 2, and H(C,), H(C,)
+ £, then £, is not a clause polynomial. Moreover, if C, ¢ A; and
C, € A;,, differ by a number n of variables, with n 2 2, and
H(C,), H(C;) » £, then f, is not a clause polynomial.

The condition (*} results from Hsiang's theorem (§ 3) by
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following observations:

Let us observe that the deductive rule “"res": f;, f; + f, «
3 a,8 (monomials) such that (a * 7(f;))iBR = (B*1,(f;) + £ }IBR
is a ‘special fashion to calculate ¢ ci.tical pair. Indeed, tho
biggest monomial in a*r,(f;) (i.e. MP [f;) ard the biggest
monomial in B*rz(tj) (i.e. MP fj) are egnal and:
(£x) 4BR = (a*T,(f;) + B*7,(f;))4BR = (MP f; + MP f; + REST f; +
REST fj )} {BR = (REST f; + REST fj)lBR
This is the case r1,(a;) = 7,(a,) and (p,q) = (1;(by), 75(by) is .
critical pair. The intermediate form p + q of critical pair (in
our case f,) is studied.

THEOREM: The set of clauses € = {C,,...,C,} is inconsistent
irr

H(Cy) oo  H(Cy)r 1

Proof: I1f € = {Cy,...,C,} is inconsistent, by Hsiang's
theorem the system H(C,;) = 0, l=1,...,n has not a solution, or,
equivalentaly, by completion in Rp; the rule 1 - 0 is obtained.
Therefore, a critical pair (1,0) or (r,, 0) is obtained. We have:

(fy) + BR=1m=(1+ P+ P) 4 BR

In formal system S we can write 1 + P, P r f,( = 1)
where P is a boolean polynomial.

Conversely, if H(C,),...,H(C,) + 1 then there exists a
deduction f,,...,fy = 1 from H(Cy),...,H(C,).

Therefore, there exists f; and f, such that f;, f, » f,(=1).
But f, is a critical pair corresponding to a rule 1-0, and by

Hsiang's theorem € is inconsistent.
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