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HEZUMAT. - Asupra unor Inegalităţi de tip WendorfF generalizate. în lucrare se deduc 
Inegalităţile de Up WendorfF pe baza inegalităţii operatorjaié stabilită în  [5] petitre operatori 
monotoni crescători.

L Introduction. crZ CLx'ixi proved in (5] an ôçcgicîiu/

analogous to those of Gronwall and Bihan for monotonie end continuous operators. If E  is 

a Banach space and К  a cone, then x a у  if x-y £  K. Theorem 1 from {5] states: if и verifies 

the inequality

и й A u  + /  (1)

where /  is a fixed element and A E  -» E  ts a monotonically increasing eşcralor, and if the 

equation y  = A y  + /h a s  a unique solution y ,  then и s  у

Gfonwall’s and Bthari’s inequalities result immediately from (1). There also was 

proved а inequality analogous to the corresponding equation of the same паше.

In [3] there was proved a Riccati-type inequality analogous to the equation of the same type 

In the present paper we use this method to deduce Wendorff-type inequalities for functions 

of several variables 14].

‘ Technical University, Department o f Mathematics, 34Û0 Cluj-Napoca, Romania



N LUNGU

2. Main results. First of all we prove

гЩЕ03£Д>Д 1. Let m ,v  E. C с гг 0 . I f  the function m{x,y) fiilflis the

inequality

m(x,y)  s  Г  \ yv(s , t )m{s , t )ds  dt + c,  x гаг0, у  a yQ (2)

where v(x,y) is a momiomcally increasing function, and i f  «* is the unique solution o f the 

equation

1 7  c (3)

then т(х,у) s  u(x,y).

Proof Define the fonction g(x,y)  = f* î yy ( s j ) m ( s , t ) d s d t  + C ,
J*D

g(x0,y0) = 0 , and consider the operator

Am(x,y)  = £ yv(s , / )m(s , t )d id ï ,  x ь x0, у  г  y0 .

By (2) it is obvious the m(x,y) <; g(x,y). It ts also clear that

■—  “ ï yv(xJ)M(x , t )d t  s  i ( yv{x, tydt\g(x,y)  
дх Л [Л J •

Since g(x,ÿ) fulfils the inequality

~  v{xj )d t^-g(x>y)  - (4)

the comparison theorem [1] and (3), (4) lead to

g (x ,y )  s  u*(x,y) ,  

hence th(x,y)  s  v*(xty)  Also, from

V  V  v{s, t )dsdt
«Pţt íb'o

WendorfFs inequality {4] follows clearly

THEOREM 2. Consider the functions m ,v j i  €E C [ R; , ] I f  m(x,y) fidfils the

inequality

и '(Ху) = c exp

4

m{x,y)  <; h(x,y) + v(s , t )m(s , t )dsd t , x a  x0 y  a  j 0, (6)
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where v(x,_y) is momtonicaUy increasing, and i f  u(x,y) is the unique solutions o f the equation 

~  + Л (у,Г)Л  (7)

then m{x,y)  а  и'(х,у)+И(х>у)

Proof In thia case the function g fc j)  is

g(x,y)  a Г” f yv(s,0o»(^.0i*<*. g(x0,y) 4 0,db
and we define the operator

Am (jt,y) « « (-M ) d s d t r x * xv у *  y0 (8)

From (6) follows Immediately m(xjj & g(xy) + Mx,y). Because g(&y} fulfils the inequality

i f  a + (9)

then from the comparison theorem fl]  and (7)v (9) it results g(x,y) a  u\x,y), where u(x,y) is 

the unique solution of the equation (7). Since the. solution i f  has the form 

u ’(xj>) * j'" j J ' v i s j y h i s d )  j yvts ,r}dzcfr^dsdt

one obtains the generalized Wendotffs inequality [4} 

m(x,y ) a  A(ï,j'> + £ i £ yv(s , t )h ( s , t )  exp ^ £ * £ yv ( z , r ) d s d r j d s d t .

E z^yô . Gj <%сщ) со fccx rá tp , then tn(x,y) fulfils the inequality [4} 

m (x ,y ) a  h(x,y)  exp ^ I J i'v ( s ,t )d s d i  

■ The inequalities of this kind can be çyzzciczù  fer (testions of n variables In this 

case the inequalities between vectors are understood to be componentwise (4] For xtx0 

G E", let us use the notation

j ^ v ( s )d s  « - >sJ dsi dsi • ds«’

where x = {хъхъ . x„), Xq = (x01txû2, . ,  x j

THEOREM 3. Let m,v,h  G С [ ЯС, й+ ] , x г» x0. I f  m(x) fitlfils the inequality 

ff»(x) a ft(x) + j^*v(s) f»(s) ds (13)

(10)

(И )

(1 2)

5
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where v{s) is monotonically increasing, and i f  i f  (x) is the unique solution o f the equation

du
dxt = f Г - Ру(*1Л> >Odhа Ль,

+ Г  .,s„)h(xlts
•Ftf •í'oa

ds„ju(x ) +

2,..,sn)ds2 dsn
(14)

then m(x) á h(x) + u’(x)

Proof Define the function g(x)  = p v ( s )  tn(s)ds, g(xm,x2, ,.,xn) » 0 ,  and the 

operator

Ain(x) •= j^’rv(s) m(s) d s , X fe x0 (15)

From (13) follows obviously m(x) <. g(x) + Ых). Since g(x) fulfils the inequality

dg
dx} S Í Р  • Р У(*)Л - • A )  ds2 dS J  Six)  *^Лп Ль, J

h P PV!>p52> Â OlA- -0 <!s2 ■ llSn >Л , Ли

(16)

the comparison theorem [l]1 and (14), (16) lead to g(x) =s u'(x), where u*(x) is the unique 

solution of equation (14) Since и has the form (4J:

и

or

(*> = p  exp j p v ( z ) c f e jp  . . p v ( . r 1;s2) , ; : J h (x l ,s2,.. , s j d s 2 dsn

u ' (x )  =■ J xv (s )h (s )  exp j J rv(z) г/z | ds 

one gets the generalized Wendorff s inequality [4]-

m(x} <; g(x)  + j ^ v ( s )h ( s )  exp |j* v (z ) i /z  j d s , x * xa 

Remark If h(x) is increasing, then m(x) fulfllds the inequality [4] 

m{x) <; h(x)  exp |  j * v ( z )d z

ds  (17)

(18)

(19)

(20)
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REZUMA?. - Ua model fUncţkmjd-CTr—^r;' гг ■CzXzc^ j pretuW totr~o plat* eu
o marfl. Eis x({) preţul de piaţa al unei mSrfl la «sonwntol i. In prezenta lucrare m studiază 
următorul model; x‘(t) ■= Я<0,*(и:))г(в, ( f iŢ

rfr) =» ф(г), 1 6  f т,0}

К Introduction. There exist many examples of model for

price fluctuation in a single commodity market {see {3 J, [4], {SR fo r example, Feraham and 

Grove ([3}) have studied the following model-

a _ cx ' ° ( t~%)
* '< 0

for all / €  Ä*.
é + * ° ( 0  d  + x a{ l - x ) XÍO, 0 )

* ( 0 * 9 ( 0 *  г ^ С - т ^ о ] ,  

where a, b, c, d> x, m E H4 and n €  Ц, +oo[

Our purpose hem is to study the foil-owing model

*'<0 -  F ( x ( i ) , x ( t - T ) ) x { t ) ,  ( 6 Я ;

* ( 0 а ч>(0, t e [ - r ,o ] .

(2)

(3)

(4)

2. General remarks. We consider the Cauchy problem (3) + (4) In what follow wc

"Babeş-Bolyat" University, Faculty o f Mathematics úttá Computer Science, 3400 Cluj-Napoca, Romahta
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suppose that F  e  (R+ x &+, E+) and ф £  С(|-хД1, Rt) Let 

We bave

" LÜMMA 1. Let X* G Xbß a solution o fi3) + (4) Then

ft) ф(0) “ 0 imphzs x \t) “ O ^ ű K / e i *

(ti) ip{0) > Q implies x \t) > d, far all f £  R,.

Proof. From (3) + (4) we have that 
*

* (0  e ф<0)ехр f,Fí>fs)>affy-'T))í/.s. '

LEhÄCA Ê ,,C Pbc^as0 thai

(5)

(a) F (\vj is locally Lipschilz,

(b) there exists MF > 0 such ihat : ■ ' ~

( F ( « ,  v) I й Mp , for all » , V €  3,..

Then the problem (3) + (4) has m X  a unique solution, x'.

, Proof Let x ’ £  C { [ -T , L ( ,  )  П C 1 ( [0, f  [ ,  ) be a maximal solution o f (3)

+ (4) From (5) and (b) we have

for all * € E (0 ,tt [

From the steps method (see [5], [6], [?]) and the theorem o f the maximal solution (see [1 ]) 

we have that there exists a unique x* and t+ “  +<».

Э. A model in the case of naive consumer. Now we cons idei the following model

* ' ( 0  = [ / ( * ( 0 )  -  g (* (^ - 'E ) ) l* (0 .  (6)

* < 0 в Ф (0 , / е [ - х , о ] ,  . . , ■ (7)

where x > 0, /  g £  С(В+Д.) and ф €  С([-т,0), IL).

LO ‘
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A FUNCTIONAL-DIFFERENTIAL MODEL

We have

THEOREM 1. We suppose that

(a) /  is locally Ttpschitz,

(b) tl < U implies f i t> f iQ ,  tu h  G R „ 

(е)ДО) > 0 and lim / ( / )  ш 0 ,
Í-* +a>

(d) I, < t2 implies g(/,) < g(Q, tu t2 G

(e) g(0) = 0 and lun g(i) > 0,
{  - »  +ОЭ

(f) Ф(0) >  0.

Then

(i) the equation (6) has a unique positive equilibrium solution, r*;

(it) the problem (6) + (7) has m X a  unique solution, x \ and this solution is positive] 

(iii) there exists m, M  е Е и 0 < m < M, such that m & x*(í) á  M, for all t G Щ,.;

(ív) t f  X* is r -nanoscillatory, then

lim x ' ( t )  = r°

Proof, (i) Follows from the continuity of/and  g and conditions (c) and (eX (b) and (dX

(ii) Follows from Lemma 1 and Lemma 2 

(ni) See the proof of the Theorem 1 in [3]

(lv) Let T > 0 be such that x(t) < r ,  for all г1 г  Г Then we have that F(x(f),x(l-r)) > 

0 for all t > T + X. This implies that x*(t) > 0 for all / > 7’ + % Thus there exists lira x{t)
t - *  + GO

We suppose that hm x(t)  = 1 < r* Then Eft Д) < 0 This isin  contradiction with a result

of Barbălat (see [2]) from which follows that Itm x ' (t) = 0

Remark 1 See [3] for /(w ) = _____ and g(u)  = - CU
b + « ” d + u w

11
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4. Coincidence points and equilibrium solutions. We consider the equation (6) where 

/ and g  e  С(М+Д 0  Let E  be the set of equilibrium solutions of (6), and E+ = {r e  E\ r > 0} 

We also denote:

W . g ) : « { r e * J / ( 0  a g ( / ) } ,

Ct ( / , * ) . “ { / e c ( / , * ) | * > o }

We remark that 

£+ °  CXfyg)

From this remark we have the following results on the equilibrium solution of the 

equation (6).

LEMMA 3. I f  (here exist a ,ß  è  %, such that fia ) > SÍa ) fifi) < g(ß), then 

£ , Л ] « , Р [ й 0

I f f  is strictly decreasing and g is strictly increasing, then E, = { /}

LEMMA 4 I f  fiO} к» g(0), g is surjective and there exists t0 E  Ä+ such that f i t0) < 

g{t0), then E+* 0

LEMMA 5, Ifg(JEL,) Э [a,b], fiKj) C [a,b] and fit)) и g(Q), then E, & 0 .

LEMMA 6 We suppose that 

(1) g(SU => &+ and fiú) * g(0),

(li) there exists a e  ]0,1[ such that 

IfOO ~ f ( t 2) t s  a \ g ( t l) - g ( i2) I 

for all tu f  €: M+.

Then, E, ?= 0 .

I f  g is btjective, then, E+ = {/•*}

Proof Follows from a general coincidence theorem of Goebel (see [4] and [7])

12



A FUNCTIONAL-DIFFERENTIAL MODEL

5. Remarks.

5 1 The following problem anses m the study of the equilibrium solution of the 

equation (1)

Problem 1 L e t /g  e  C(R+,K+) We suppose that _ДВ+) = and g(ü+) = (0M g[ 

Establish conditions on / and g  which imply that C(fg) * 0  

5 2 Consider the following problem

For the problem <8) + (9) we have 

THEOREM 2, We suppose that

(a) f g  e  C(Brt R+) and fa n d  g are locally lipschtiz,

(b) f i s  strictly decreasing,

(c) / 0 )  > 0 and limf ( t )  * 0 ,

Then

(i) the equation (8) has a mtque positive equilibrium solution, r ,

(ll) the problem (8) + (9) has in C’(Ä„S+) a unique solution, x \  and this solution ts 

positive;

(ni) thei e exists m,M  £  R„ О < m < M, such thai 

m z  x *(0 s  M, for all t €  ,

(ív) if x* is r -nonosallatory, then lim x '( /)  = r*.

(8)

(9)

(d) g is strictly increasing.

(e) g(0) = 0 and hm g(t) > 0 ,

(f) Xo > 0.

13
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REZUMAT, - Asupra u »ar «odele de îlnctuaţW e!c preţului îmr^ccoeamte de plaţi-.
Gonsumatoml, 1вйкн1шш>п4е de piaţă, tfebuio să-şlprocure im rfela prepd pjşţei. Dacă pieţat 
create, de oblcdeerercascade.Petniu ammiite qpuri da «iärüirif tmam mitm i^Baíoy^oaiv1', 
muşi ditidBöe®ä cererea deşi preful creşte. în această 1шаш рдаефйгй «o astfeí de°rnodel 
de fluctuaţie à preţului; ca Sre&zicre, şi arătării că'erdstă d sotafie podtjvri unică# ArăfgÎBÎtS.

In a  market economy- a consumer must purchase his coosnmtion -of oommedity -at the 

market price. ’ , - '

In considering the dynamics of price, production, and consumption o f  a  particular 

commodity, Bél air and Mackey [1] have studied the model ' -, -

У < 0 a p(t~> Я р^ рЛ  v J i )

where p{() is the function which .means the price o f commodity at the moment t, and pd, p, 

are the demand price'respectively the supply pnce of this commodity

A special case of the equation (1) is so called -naive consumer model

f ' U )  -  p i 4  a  -  '
Ъ + /> Ч 0  <*+р гШ Ф  /  

because the demand never decreases as price increases.

(2 )

In the equation (2) we have a,b,c,d,r €  (0,«>), which rue constants, and q €  {-!,<») is

’ "Habe -̂Bolyai" University, Faculty o f  Mathematics and Computer Science, 3400 Chg-Шрбса, .Romania
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a constant.

The function g E  С([0,оо)Д+) is the deviating argument which fullfiles the conditions 

0 s  g(t)  < t, for ail t E  [O.oo) (3)

t - g(t) is bounded for i a O ,  and hm ( t ~g{ t))  = a  > 0 (4)
I-*«}

In this paper we prove that there exists the solution p  of equation (2), with the 

conditions

p E  p i 0) - p 0> (5)

and it is unique

Precisely we have

THEOREM 1 I/a,b,c,d,r E  (O,*»), q E  [!,<») and the'fimctimg E  С ( { 0 , а о ) , й ^ )

fullfiles the conditions (3) and (4), then theie exists an unique positive solution o f problem 

(2)+(5) and it is bounded for all t E  [0,co).

Proof By the method of steps, it is clear, from the equation (2), that аз long as the

solution p  exists, it satisfies the relation 
/ /

Pit)  и B0 exP ' ’ a
Í '

c p ' i g i W ds
Ъ+p' is)  d+pr(g(s))  

and so p  is unique as long as it exists and it is positive as long aa it exists

(6)

We prove that p  is bounded for all t E  and so in particular, p  exists for all t E

It is clear that p  is bounded from below For prove that p  is bounded from above we 

suppose that this is not tire case and so we obtain a contradiction

We suppose that p  is not bounded from above Then there exists T> 0  and a sequence 

(Ою1. *-> T as n -* « , such that

lim p  (tn) = со, and p'( t„)  a 0
П -*оз

16
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The contradiction will coii'e from the consideration of the following two cases'

1° hm inf p(  g (ïn)) > 0,  respectively
Я-*»

2°. lim inf p(g(tn I) a 0,
л-*«

Г We suppose that lim inf p ( g ( t „)) > 0 . Then there exists к > 0 and щ  €E N, such

P ' i g i O )that p(g(O) a £ for л а щ This implies that
d +P r{g{tn))

is bounded

is bounded away from zero

How q a 1 we have also that
ь+р КО

It follows from the equation (2), with t replaced by t„, that hm p f( t )

But this is impossible because p ' ( Q  a 0.

2° We suppose that hm inf p(g{fn)) "O . If is necessary, by passing to a
l>~*«

subsequence, we may assume that lim p(g( tB)) 9 0
Я-*«

By integrate of equation (2) from g(t„) to /„ we obtain

Pio-Pte«.» ■ P .‘T.M ф- Г-
ар{ся)

' }b+ pq(s)
V U )  л

O b +р 4{s) a - s í O ) ь+р%сп)

form some cn e  [/n,g(0]

But this is impossible because lim(/i(/n) ~p{g(tn)))  = » , hm ( tn - g(ta»  « a  > 0 ,
ft—» Ш д  —*  ®

and the function [0,œ) -» в, given by F(w ) = — , is a bounded fonction
b  + и 4

Therefore p  is a bounded function for all / E  [0,oo); and so, in particular, p  exists for

all t e  [0 ,oo)

We next claim that llm inf/>(i) ?« 0
Î  —* ш

For the sake of contradiction, we suppose that this is not the case. Then there exists 

a sequence /„-*<» as n -»■ » , such that lim p(tn) = 0 and p f (t„) s  0
f t —* 05

It is useful to rewrite equation (2) as

17
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p 'O) _ c p r(g(t)) (7)
p(t)  b + p q(i) d + pr(g(t))

Then îţ folllows from equation (7) when t is replaced by tn that

c p r(g ( t„)) a a-,__ ,___ ”— - = —,--------- — _  аз «  *-» oo,
d +P r(g(ta) ) b * p 9{ t j  b

and so there exists к > 0 and щ  G Pi such that p ig itj)  a  к for n a  n0. Now, by integrating

equation (7) from g (0  to t„, we obtain
/

In P Í O a  _ e p r(g(s))  
b +p *<» </ +p  r(g(s))

ds (8)
But, this is impossible because

. Urn to -  -о» ,

while toe right hand side of relation (8) is bounded,

Thus, toe proof is complete. ;

We have also '

THEOREM 2, The equation (2) has an unique positive equilibrium solution.

Proof The equilibrium solution of equation (2) is tirât which is independent o f t, 

therefore that for which p ' (0  = 0, for all t <£ [0,<»). We obtain, with the notation p  for toe 

equilibrium solution, equation 1

*  -  ci,r  = 0
X + p 9 d + p r
From the equation (9) we obtain

(9)

(10)c p q*T + {be - a ) p r - ad ° 0. " ' ,

Let be toe function /  f0,®) -*■ 1 , defined by 

f ( p )  ù c p i+r + { b e - a ) p r- a d

How/'( /> )  = c{q +r)p4"" l -i { b c - a ) r p r~l , the equation f  ip) -  0  has toe real positive 

solution only if be - a < 0, and how ' 1 ■

Д 0 )  = -a d  < 0 ,  hm f ( p )  ,<=+«>
p —*  CO

18
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we get that the equation (10) has an unique positive solution which is the equilibrium solution 

of the equation (2) The proof is complete

Remark 1 Since the equation (7) can be written in the form

p ' j t )  = a j p - p j t )) + c d ( p r- p  f(g (0 ) )
P( 0  ( b + p q( t ) ) ( b + p q) ( d + p r) i d + p r(g(l)))

we see that pit) converges monotomcally to p, the equilibnum solution of equation (2)

Remark 2. The Theorem 1 is a generalization of a result o f A.M Farahani and 

E A Grove ţ2] -
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DIFFERENTIAL INCLUSIONS FOR ELLIPTIC SYSTEMS 
WITH DISCONTINUOUS NONLINEARITŸ

p. szjlAgyi'
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REZUMAT. • Incluziuni dlferenlWe pentru sisteme eliptice eu neiloeeritute dUeontiuui.
Se studiază problems la torntä pentru sisteme de incluziuni diferenţiale de forma

Ifi, G f, -  G,(u), «*(«,, -Mj.

unde L, sum operatori Шкал, de ordinul doi umform eliptici

ABSTRACT. - Boundary value problems for d iC cxr^d  inclusions systems o f the

form

AM, e  u<uv

are studied, where L, are uniformly elliptic linear operators of order two

Let Я C R" be a bounded domain with Lipschitz boundary 0Я In this paper we 

study existence conditions for the boundary value problem of the form

• t y ß  l  * 0 №  Ín ^  «4«!. r » J  (1)

.“ 'Isa“ 0 »“ L- &

where Ц are linear elliptic operators of order two, G, are multivalued mappings, f, given 

functions (functionals) Such differential inclusions appear, for instance, in the study of 

boundary value problems

‘ "Babeş-Bolyai“ University, Faculty o f  Mathematics and Computer Science, 3400 Cluj-Napoca, Romania
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Ifi, + S,(») ~ f, m Q i=l, ,m
n (2>

•«, I e 0I lan

when the functions g, S'" -* E  have discontinuities In this case we shall replace the functions 

g, by multivalued mappings, in which the jumps are filled m.

Let H\Q )~  UiEL 2(Q) | ™  G LJQ), i~\, H]ţQ) the space of all the fiincUons
dxi

of # !(Q) with generalized homogeneous boundary values. In H lg(i3) we use the scalar 

product resp norm

du dv 
dxt &r

d x , M *

# ' l(Q) will denote the dual space of # 0 (0 )

The elliptic operators Li m (1) are of the form

(3)

A «,a - È
y> 1 foj Jk dx„

+ atfx)u/ M  ,..jn (4)

We assume that a j ,  a'0 G L “(Ü), a j(x) a 0 ae, inO,  and there exists a positive constant 

Y such that

a y l l f  for a e x G Q and for all % G IP (3)
J jr\

We present here a possible filling in of the jumps of the functions g, Suppose 

g, Mm—>®, /=1, ,m are given functions in L ^  that is, the restriction of g, to any 

bounded measurable set A C Em is in L “(4).

Let X G [0,XJ a real variable,

22
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g& (s) = ess su? £,(0
|t-s|<X

s ,m a, х е [о д о]

e 0 ) = ess inf g (ft
^  »t-sj-ci.

(6 )

It is clear that £*(•*) á  S,tisX for fixed s, g j s )  is an increasing fonotton m X, gA(s) is 

decreasing, both 8,Ss) and g0(s) are bounded for X G [0,X0], Let

gt(s) = lim gJ^sX gfs) = Urn gA(s)
— ЬО — hJ>

i f ï
m

Gfs) = [ g p i 8 Щ , G(s) = Ц  fgÿfc Д(*)}

(7)

(8)

In this paper we study the pfbűcn-

I f /=•(/;, X) with f . E f r l(Q) is given, we look for all »■=<&,, Q) for

which there exists at least one v=(Vj, vm), v е Я ч(£2)ПА"(й) suGh that 

v(x)G G(u,x) a.e in ß  and

Lfi, + v, = f, (Lfi, G f i ~  G,0 )  ) *“ In ,«3 ^
The equalities are understood in variational sense, that is

m

Í5
JL du, dw.

П1
в Е ^ д >  V w , e ^ ß ) ,

M

< * + f ! £ vlc*>XE) £fc (10)

Such pioblems, for one equation (i»=I), are studied ш many resent papers, a e [1-2J,[4],[6-S] 

We follow some ideas of J RauchJT]

THEOREM 1 i f  the following conditions me fulfilled:

23



P. SZILÁGYI

1° L, are uniform elliptic operators o f the form (4), 

a ^ a ^ E . L “(Q), a'fx) & 0 ae. m Q

2° g i e L  7w( r )  ы ,  &

3° There exist a positive constant r and an angle 0 Ü <5 such that

sgj(s) a  0 and 0 s 0 ,  for all i £ 8 "  with flsll̂ . & г
c i

(И)

where 0  = Á(.s',g(s)) is the angle between s and gfsj in Кя,

then for all / = ( / , ,  J J ,  f t e  #- '(Q) there exists at least one i v fu u.. ,u j, и, E  f f ‘ and 

v=(iv • y j ,  vi e  H~l П Z.“ such that v(x) E  G(a(x)) ae, in  Q and(10) is fulfilled 

for all w, E  #*(Q)

Proof The space H fQ )  is separable, therefore we can find a countable set of 

finite-dimensional subspaces VfLVfL . ,CVfZV^fL. . o f H{{Q) with the property that for 

all и & #á(Q ) and в > 0 there exists N E  PÍ and w, E  VN suchthat jfn-wj < e, * 

Let p be , a moHyfter in Äm, that is: p: H® -»  R,,p £  C ”(R'’), 

supp p  C  /1(0,1), p(x) & 0 and f  pOc)rfr = 1. We denote

p^s) ° N p(Ns), glt£s) = (pw * £,)(*) Ы ,  ,,m,

s e  Г , лмд,..

From the hypotheses gt E L U $ la) results, that g ^ e  С"(ЕЙ) and the set 

{gljV(s)| /=!,. ,,m, //=1,2,. 1 С Й is uniformly bounded with respect to s, when s describes a 

bounded set.

We consider the following family of perturbed boundary value problems
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(13)
и, I = 0  JV® 1,2,., m=(h(j ,*0

i  IflQ

and use the Galerkin procedure to determine approximate solutions uN. We look for и, E  VN 

for which

+ e È  V  V e  Fra
1-1 {J i-1 r-1

where

(14)

o/W.W') » I
л 'Зи 3ivE + a°'(x)ŵdr,

d&c (15)

We prove that (14)’ has at least one solution uN=(nltJ,...,umV). For this we introduce the 

mapping TN ■ (VN)m ~M.VnY  defined by

m m щ
= 52 «,(*>*)+ I J Z s j p t y d x  -  5 2 < /> >  <16)

i-l g i»l <*1

From the construction of gM results that for ali « E (F A,)'1 there existe a positive constant Cu 

such that I gjiu{x)yw^x) | s  Cn | wfx) | a.e ln Q V w( E  Я^(О)

Thus the integrals J  8,^и)м, exist for all и E  (УЫУ and E  Яд(й) (Lebesgue theorem)

We see also that TN is a continuous operator

We prove that the equation Ttiu = 0 has at least one solution for all N  To see that this 

is true we apply a corollary of the Brouwer fixed point theorem From (16) for w = и we 

obtain

m
<TNu,u> = £  a t(u,u)

J-I
0 7 )

The operators LJui satisfy the uniform elliptic!ty conditions (S) and a$c) a 0, so we have
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£  Ö,(и,и) & Y f £  (VгО2СЙГ О 8)
' - М Й г \

М ■
The hypotheses on g  gives that g j,8)8, is uniformly bounded ih T fflr) with respect to N

r»l
and ■ ‘ •

£  Ь 0 >f s e i S r \ B ( 0 , r ) ,  (19>
J-l

where B(0,r) =■ is  e  ECT | W  K r ^

Then there exists a positive constant C such that

<TJtf),tt> a  yM i - C -  У ц ,e  (F„)n - , (20)

Thus we have „ -

<Fvw,»> a 0 АМ Д... (21)

if Ци{!, a R, with an R > 0 conveniently chosen. R  doesn’t depend on Я  VN is finite- 

dimensional linear space, therefore all norms on VN are, equivalent If  we change the norm m 

У1Ь then (21) remains valid eventually with a different Ä  It follows then (5,page 58} that for 

each N  there is a  €  (VN)a with T^u^) = 0 and 8«^, й R  .

The space H ^(Q) is reflexive, H l0(Q) is compactly embedded in L 2(Q), therefore,the 

bounded set 1 uN J AM ,2, } C H$Q)  is relatively weakly compact m / / ‘(fí) and.relatively 

strongly compact in L 2(Q). Thus | AM,2,. } contains a subsequence, denoted by{uN) ^  

too, so that ‘ ,

«„V “* ", weakly in ff&Q) \

u,n ui strongly in L 2(Q) J-l,.*,*»

u j.x) ufx)  a.e in О

Next we investigate the convergence of file sequence For this we use the

P SZILÁGYI
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following criterion op weak compactness in L l(Q)' Let Q C B "  a bounded domain, 

i»C L ’(Q) a bounded part of L ’(Q) relatively compact in the topology a(L \ l a) if 

and only if for all e > 0 there exists a Ö > 0 such that

П /х ) | dx < в V f  E  áT and V A C  Q measurable with meas A < ô
a

[3, page 76].
a

We try to estimate j g j .u j  | by (  ] £  t &  Condition (11) gives

f  l È tlüvSj .»Jlâx = ■
6  '“1 '

m m * -

4 f  I E  + f s  , (22)
lußx< r  - 1 ЬфЛ>г<Ч

m pi

, + 2 f IE  &
й '”1 и м *?  ,*1

Since TJttf) “  0, we have

E ^ W )  + f E s Ä K A  " <f ’«N> * 0 (2У>
i-l é  '"I

But {uN I N= 1,2,.} is bounded in Z/J(Q), & y | hJ ^  a 0, so we find a positive

constant Q  such that

Í E  S Á Û t<'.N ̂ X ä  1̂ 
á  '*1

This and (22) give

s  Ц  + C2r meas □  s  C3

Using the hypotheses of the theorem and this estimate we prove that tire set
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í gJjUfj) I N« 1,2,. ) is relatively weakly compact in L '(Q). 

Because of condition 3° from theorem 1 we have *

E ^ g / s )  a C4N  ilg(5)il for M  a / ,
/»1

thus

! й 8UPII £ /0 1  + -&£«С*)11
[t|sN N

* 8UP S ^ ) i  + - J r rè  1Itüw Ç4JV iZl

For a given e > G we find an Na G $  and 6 >  О such thaï

(25)

IN i ^
в for ail ÿ a Â

and

ô ess sup 11 .< ?

(26)

(2?)
MsN+l 2  , ,

If A C Q is a measurable set artü m a s A < ô, then by (25), (26) and (27)

t W
П ^ а) ! *  25 f SUP #£»))11<&  + уггг s• i  jJiû osínm C /Í  j, 7$ '■ ; - *

á 8 ess -sup 1 g ^ i’)i + — ş  в
fclsN+l 2

Thus {g/Zu/i}} contains a subsequence, denoted by {gf/u j }  .too, which is -weakly convergent 

in L ’(Q) Let V, the weak-limit of {glh/u j} . But 7)/% Н0, therefore

m m m  ,
£  a& №*) + | E  a £  % w< > V w, e
r*l

If ДГ —» со vve obtain
m ' m m

Yla(u,w) + | X v , w (<fc = V w, € .F W
i»t Ü 1*1 < r* J

( 2 8 )
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The number N  in (28) is arbitrary, and U VN is dense in #J(Q ), therefore (28) can be
Д'-l

extended to all wf £  H\(Q)

The correspondence w. >-* Jv, wt dx defines a linear bounded functional on 

t f  J(Q), so v ,£  and

A « , + v, a f i

Finally we must prove that V £  G(u)y or eqiuvalently

£,(«(*» * Ф )  s  £,(«(*» a.e in Q «=1,.. jn

The shown properties of the sequence { u j imply that fbr ell i) > 0 there exists a 

measurable set A C Û , such that tneas A < t] and uN и untfomty on Й \  A 

Thus for any X > 0 we can find an N0 £  N such that

I uitÁx) ~ «,(*) I < ~  for all X  £  ß  \  4  and N  a

From the definition of the functions g and gn results that

gft(«(r)) s  gJ,uN(x)) £ gff(u(x)) X £  Q \  A, N b  Nq

and J gJ.!‘(x)Mx)& * J gM(u/Xx))w(x)<ix s
cfvr tivi dvi

V w £  L “(Q) for which w(x) a 0 a e  in Q But g.N(nw) — v, in L l(Q), thus after 

passing to limit ( Í - * ® ,  b  0 )weobta in

J  g(u(x')M x) àx S  j  V'(x)w(x)ilx Й ( gt(u(x))w(x)(ic 
iÁ a~  tív i íAa

Because w(x)fe 0 a.e in Й (otherwise w is arbitrary from' £"(Q)), results
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£,(«(*)) ä v/*) s  £(»(*)) a e. in Q \  A .

But ti can be chosen arbitrarily small and meets A < t], so it follows that 

Я,(Ф)) й v,(x) s  gt(u(x)) a.e in Й .
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REZUMAT. - Funcţii apJlne poUnomiale naturale de grad par. Lucrarea defineşte şi 
studiază proprietăţi ale funcţiilor spline polmojnlale naţurale de grad par. Schimbând condiţiile 
de inteipolare care definesc fiincţîa spline naturală de lnteipolare do grad unpar, se obţine 
funcţia spline naturală de grad par ce inteipolează derivatele pe mulţimea nodurile funcţiei 
spline Sunt obţinute câteva proprietăţi e.xtremale remarcabile analoge celor din cazul funcţiilor 
spline naturale de grad impar

1. Introduction. The rapid development of spline functions is due primarily to thsir 

gieat usefulness in applications Classes of spline functions possess many important properties 

as well as excelent appioximations powers Since they are easy to evaluate and manipulate 

on computer a lot of applications in the numencal solution of a variety o f problems have been 

found These include for examples data fitting, function approximation, numerical' quadrature 

and differentiation, numerical solution of operator equations, optimal control problems, 

calculation of eigenvalues and eigenfunctions of operators, numerical methods of probabilities 

and statistics, and so on For a detailed problematics on spline functions we reifer to tile 

monographs [6,9] and for an exhaustive literature on spline functions and their applications 

we reifer to [7] Almost all papers’underline the fundamental properties of natural spline 

functions of odd degree, namely the minimum norm property, the best approximation

“Babeş Bolyai" University, Faculty o f Mathematics and Computer Science, 3400 Cluj-Napoca, Romama
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property, etc

In this paper, changing the interpolation conditions, we shall define a natural spline 

function of even degree which is keeping all remaikahle properties of odd degree one and we 

shall develop a theory of natural spline functions of even degree. Our disscusion led us to the 

conclusion that the space of natural polynomial spline fonctions of even degree should be 

usefol for approximation purpose -

% Basic definitions and properties. Let [a,b] be a finite closed interval of the real

axis, and let , -

К  » {*,K, with a ° xa<xt < .. <xk<xkil < .. <xn<Xnil «■ b 

be a partition of it in n subintervals

4  n [* t.** i Ï. k =

Let m be a  given positive integer.. ’

DEFINITION 1 The function s . [a,b] - » S i s  called (he natural spline function o f  

degree 2m if

1° s £  •

2я *1/,е р 2М> k -Т7Й РТ , * |4 e p e , s \ , e 9 m, '

where 9k is tile set of polynomials of degree s  k.

We call the space

S2,„ (AJ = { s there exists polynomials s0, sb . s„

such that s(x) = s,(x) for x e  /„ i = 0 ,1 , , и;

&  s,-i(^) “  &  ФИ, fo rj = 0, 1, . , 2/H-l }

the space o f natutal polynomial splines o f even degree 2m with the simple knots xu x2, \  xn
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The space S2m (Д„) of splines is a subset of С2я'1[а,0] In the most practical applications 

the natural setting for approximation problems is a closed interval but every spline has 

a natural extension to the whole real line Indeed, if s E  Ihen we define

j (x) °  •
s0(.x),

s (*)>

for x < a ,  

for X > b ,

where sa and sn are the polynomials defining я in the intervals I0 and /„  respectively

We now show that Sîm(AJ is a finite dimensional linear space and we give a basis for 

it

THEOREM 1 $2.(A J  *s a linear space o f dimension «+1 Any elemem s €  A„) has

the following representation

*(*) “ Ё  Atx ‘ + Ё вЛ *-**Й "- 0 )/-о Гм
where the real coefficients (a f f  satisfy the conditions 

akx f  = 0 , for I “ 0 , til -  Í

Proof. The number of all parameters of я are (2л; t 1 )(»-!) + 2(«i+l). The continuity 

conditions (smoothness) m the knots (x )” are 2mn Thus the free parameters of л are 

(2/и+1Х«-1) + 2(»i+ i) - 'inn =*= o+l.

From the Definition 1 it is clear that 

*(*) -  £ )  A j 1 + £  4 ( x - x t )3.a .
1-0 l-l

But the last condition s |, E  implies = 0 for any x E  /„ This means
n

2m(2ni + l )  m a f x = 0, r € / ,

xa'J~l « о

which is equivalent with

CT-1я я -l / , \ i»-l / , \ яÍ>,E "Г1 ■ ЕооГ J £<W
T A  l - l  \  J  } j - o  [ J J  \ i - i
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That implies
я

^  akx( ° 0 , for j  ° 0 , 1 , . . ,  m -1

DEFINITION 2. Let n & m be given integer positive numbers and Y e

Y (т а >y( . • »Tn ) a given vector. The spline tünetiembe .5^,(4,) is called the derivatm-

interpolating spline for the vector Y if
s(xa) ”Уа> xa is a given pánt from £«,&],

< -Т 7Я . ' (2)
W© denote the derivative-interpolating spline for a given Y  by s>.

THEOREM 2 Let n * m  mid the vector ¥  e (fo, sy't , - , T .  )  he given. Then there 

exists and it is nmqm a  q? £5 _

Proof The derivative-interpolating condiţiona (2) for the sr G are.

Í*Ü M  л

V  iA,Xj■' ♦ 2 m £  flj(* - î i ) " " '4 » т / , J  * Т7й, 
7»T *-i

X ■ °* . / ° » w “ {
4*1

(3)

This is a linear nonhomogeneous system of m + » + i equations with the m + « + 1 

unknowns A0,A ], Am,a i ,a2,...,an. This system has a unique solution if  and only if  the 

corresponding homogeneous system possesses only the trivial' solution. ■

Let sa e  S^CAJ be the soution of (he hom c^vcsra problem

Using tire generalized integration by parts formula ,

Х Н У / и (* )5<' ‘7,<*) ( “ 1)я lj ! ^ ml}{ x )g /l(x)dx
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fo r/(* )  = Jora+I>(*) and s i x ) я sa(x) we have

j-0
+ (x)äx

Ь

+
4

But

Í£r Hj,(a )  -  s f ' " J\ b y -  0 , j  -  B 7F=Z ,

therefore we have

because Ä0(2,n)(jr) const on and 4 & ) ау! ft follows °  0 ,

j e 4  e  Pw_, • Taking into account that só (s^) 31 0 , for к -  ТГй i endas?» we have 

só (x) a 0 , i e. i-a(*) a  const From s0(x j  = 0 it is clear that sa(x) « 0 and the theorem Is 

proved

COROLLARY 1 I f f -  [a,b] -* H is a given function far (hat (he values f x j  and 

f  (xk ) , к = TŢn w e know, there exists and it is unique a natural spline fiuv'tton 

(A J  which is derivative-interpolating for f  i.e s} satisfies the conditions:

Ä/(* * )  " / ( * * ) »

SM J  " /(*„ ) > f°r Xu fixed fr0m {<* . b Ï

COROLLARY 2 There exists a unique set o f fundamental natural polynomial spline 

functions sk E  S2m (Дп ) , к -  1 , n and sa E  Slm (Ая ) satisfying the following conditions:
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(

si (x,) « 6,*, i,b -T T 5 , St (*e) = 0 , к B TTh , 

s , ( 0  я ^  S0 Í* * )“ °> * а ,П и . xa fixed fiom fa , 6] 

it is clear that the functions sa , sk, к * TŢh,  form a basis of the linear spaee 

5гя(Ди) , and for sf  we have the following representation

* /(#> e j»b( * ) / ( * „ ) +è  **< *)/ ( -4) • (4>

Remark i f  m = « it follows that луб Pm.

3, Extremal properties of the natural spline fUmdhm of evert tJfgret* Ш  introduce

die following sets of functions

) • « {/ (a ,&]->■ ÎRj/4"11 is s.hs cont. од each lk and / e+,)€  „

x .=  { f e w r \ \ ) \ f ( x t ) * y l ,  i -Т Г й } .

önd let denota

J ( f )  я ţ ' i f ^ ' W Y d x . f E .  V

THEOREM I (Minimal mum property)* i f  s E S 2m(&n} f \  v , then '

J ( s )  = min {J{ f )  , / e v }

Remark With the usual notations this theorem asserts that 

|.s CMtn|  s  , / 6 v ,  И 2 being tha -norm .

Proof Taking f e v  and sE. Sîa ( A J  П v  we have.

» J 1 / (“’f)(r)]2J Ä - j ‘[ ^ ”*l>(x)324 r -

-2  j bs [ / (я+1)(*) -  s (ffl+t)(.v)] dx

It is not difficult to show that the last term is zero Taking in the generalized integration by 

parts formula of the previous section /  = s*"'1* and = yt«*-1) -  we get
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J 6j (ratl)(x) [ / (m*U(j-) -  5(Mtl)(x)] dx

ш-2
' (-1У 5(я,*1<л( х ) ( / <и'у>(х) -  j (" 'y)(x))
v /'°

( - 1 ) я-1| % <2м) (x) [ / "  (x) - s "  (* )] dx 

From the definition of s follows that

s 1"*1 *J) (a )  *» s lK*Uji (й) ® 0 for j  = 0, in'-2  and we have1 

| \ < и+1)( х ) [ / {п*+,)(*) -  s<-*‘>(x)] dx  -  

■ ("1 (x) [ / "  (x) -  s H (x )]  dx  «■

-  НУ”"1 E  c* j  \f"  (*) - * H (*)] dx « c* [/'(**) -  Я '(**) ] -  0 ,

because a(2*°(x) = ct = const on {хьхж ] and f,s  6  v Sq we obtained

1^4— . | / ( - * » | ;  - | * < - ‘> | |  a 0 ,

COROLLARY 1 For any/ Е  v and sf £  S2a (Дп ) П v we have

' ‘“"‘’Sí -  I* / J  + s}a,l)

COROLLARY 2 I f  s £  S2a( Ав) П v and 8 = s +pm, where p n E  it follows that

\ s ^ \ \ * l f o " ' " \ l , f o r f £ v ,

even w the case that s does not belong to v

COROLLARY 3 For any / Е  Wf*'  ( Д, ) we have

COROLLARY 4 I f  va = { / E v | / ( x a) = ya }, then exists a unique 

s £  vu П S2n (An) such that

V / e v a

holds
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THE0REM2 (Best approximation property). Let JE: be agivenfitnction

and sf  £  S2ri (An) (he natural derivative-interpolating spline function of even degree. For any 

s £  S2in (Дп) holds

g {a' n Vi’

where g G vf  ■={//£ W2mtl( \ )  i /*'(**) ~ f ( x k),  k =■ T7« }.

Proof

J 4['5(e+,)(a?)-g<B,*l>(je)]2i/jc »

« [ s (ratl) (x) -  s}-aH) (x) j2 dx + J b I sjaH>(x} -  g (®+1) (x) J* dx +

+ 2 p [ i ’(ratl)(x) - iy(J,+1)(.v) j - g (Kht>{if)ţ<fx.

b  the same manner as in the previous theorem it am be shown that last term of the 

above equality is zero, and it follows directly that

j '  [ s f 'V )  - g (n"4x) ä j  V " 1’ %v) -, (X) J dx

for any g £  vf

Remark In the above relation the equality holds if end only i f  sf  -  s  <2 Pe 

COROLLARY 1 I ^ 1»-/<-*« J ] s  f * < - < > - V s G S 2J A J  with the

equality if and only if  sf  -  л £  Pra

COROLLARY 2 In the conditions o f the Theorem 2 we have

1 к иЧ)-  £ и+1,! з a | И И) -  + У тН) -  g * " i l

with the equality i f  and only if  sf -  s £  9m.

COROLLARY 3 \s  s } ^  -  g < -‘>| \ , V 5£ Y 2,„(A) and g G vf ,

with the equality i f  and only i f  sf  -  s £  PB
* l

It is possible to extend in the same manner also others properties of the natural 

polynomial splines of the odd degree for the natural splines of even degree with the
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derivative-interpolation conditions More important, it seems, to be the applications of this 

kind of spline function, especially to the numerical solution of differential equations, because 

of their derivative-interpolating conditions. Such kind of applications will be developed in a

next paper
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REZUMAT. - Asupra «mirare! Inegalităţii pc frontiers a lui Krtsnoiclikil-Browder. Fie
О о submultimo deschisă şt mărginită a speţiului Banach Jfcu UE O şi ík /о  aplicaţie da laö 
in spatul duo) Л*. Inegalitatea pe frontieră a tui Krasnosciskil-Brawdcr. (*Д*)) * Q pentru 
orice X E aO, este peniru anumite tipuri da aplicaţii, suficientă pentru existenţe Úriéi «chiţii 
X e  G o ecuaţiei fix) °  0. Prezentul articol se ocupă de contram acestei inegalităţi, anume: 
(дДе)) s 0 pentru orice x E 30. Arătăm că dacă X este un spatul HUbert tnrirut-dimenclowl, 
/ = / - g unde/este identitatea lui X  şi g: Q -* X  este complet continuu, atunci inegalitatea 
(xfix)) « O nu are loo pentru toţi * €  OG. în consecinţă, două teoreme da purst fix demonstrate 
iu [4] nu au obiect fiindcă ipotezele lor nu pot fi satisfăcuta Apoi punem problema dacă un 
rezuitat negativ de tipul celui de mai sus, este valabil şi pentru aplicaţii fâs  tip monoton, mai 
generale La această întrebare se dă un răspuns parţial

J. Abstract, Let G be a bounded open subset of a Banach space X  with 0 G G sad 

let /  be a map from G into the dual X .  The following Kiasnosetskit-Browder boundary 

Inequality' {x,f{x))  ь 0 for all x G dG is for some types of maps sufficient for the existence 

of solutions x G G for equation fix) = 0 This article deals with the reverse of the above 

inequality, namely

(xfix)) as 0 for all x G dG

We prove that if X  is an mfmite-dimensional Hilbert space, /  = /  - g where 1 ts the
i

identity on X and g G —> X  is completely continuous, then the inequality (x , f{x) )  ■& 0 can

"Babe}'-Bolyai" University, Faculty o f Mathematics and Computer Science, 3400 Cluj-Napoca, Romania



R PRECUP

not be true for all x Ş  dG Consequently, two existence theorems proved m [4] have no 

content since their assumptions are never satisfied We then ask if such a negative result holds 

true even for more general maps of monotone type, A partial answer is finally gtven

2, Introduction, Let us start with the definition of a general concept of degree of map

DEFINITION 1 ([1], [2]) Let X and T be topological spaces Let О be a class of open 

subsets of X  For each G in О one considers a family o f  maps f .G  -* Ÿ  ; the collection of 

all euch mpps for th,e various G of О is denoted by Ж. For each G in О  consider a family o f 

homotopies {/  0 & ( e 1 } of mapa m all having the common domain G ; denote by 3 f 

the collection o f alt such homotopies for the various. G in Q, Then by a  degree fonction on 

the family SF which }s Invariant with respect to foe homotopies in iK and which is normalized 

by a given mapX from X  into Y, one means an integer -  valued fonction fo/XTyfowhlch is 

defined for all ß e ö j e ^ / ' G - *  К, у  <S Y \ / ( d G )  such that the following three 

conditions are satisfied'

(a) (normalization) If d(f,Gj>) + 0, foen yG.ßG)  For each G in G, j^- e ,  &  and

if T then d ( / 0 \g, G , уУ *= +1 . • . ;

(b) (additivity on domain). If /  e  /■ G -» Ÿ  and G ,, G2 €  О  are e pair of 

disjoint open subsets of G such that y  $  f \ ö  \ { G X U G3) | ,  foen f \ g  .and f \ g  both lie 

in & m á  d ( / , G , y )  = d { / \ ői,G , ,y )  + d ( / \ öi,G „ y )

(o) (invariance under homotopy). If |  jf ; 0 s  t a  1 } is a homotopy in TC with fixed 

domain G and if {y(;0  s  í  s  1 } is a continuous curve in Y such that for all t m [0,1]. 

У, & S, (dG ) ,  then d ( / , G ,y() is constant on [0,1].

The following proposition is a variant of Proposition 1 and Proposition 3 in [1] and
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shows how a boundary inequality is useful for existence results

PROPOSITION 1. Assume q degree fimction exists as m Définition 1 and Y is a linear 

topological space. Let G be a set m О, y  a given element in /,(G ) and let f  G Y ties in 

SF Suppose that TCincludes the qfflne homotopy /  -  ( 1 -  * ) /0 lo + tS  • V M  eac^ x E dG 

there exists a linear functional w on Y such that

0 , y )  “ 0 , (iv . / oO ))  > 0 and (w , / ( * ) )  a 0 , , (1)

then y  E  / (G )

ProoJ Suppose y  (£ f{àG)  Since y E / 0(G),  from (a) one has 

d[ f0\ s , G , y )  -  +1 To show that d ( f t G , y ) « d{ f0\s , G , y )  « +1, it suffices to see 

that d [ f t , G ,y)  is constant in f, where , O a t s  1} is the affine homotopy which jo ins/ )5 

and /  This follows from (c) if we can verify that y  Ş: / ( ő G )  for all t in [0,1}. Suppose, 

however, that for some x E  dG and some t E  [0,1), we have y  =■ fi{x) = ( ! - /) / (* )  + t / ( x ) , 

Then
0 = ( w ,/ )  « (w , / ( * ) )  -  (1 ~ t )bv , f0{x))  + / ( w , / ( x ) )  ь 

* (1 -  t)(w,f0(x)) > 0

which is a contradiction

In the particular case X  °  Y is a Hilbert space, О in the class of all bounded open 

nonempty subsets of X ; SF is the family of continuous maps f . G - * X  with G E O  and 

( / - / ) ( G )  relatively compact in X\ CK  is the family of continuous homotcpies 

[ f t , 0 s  t л Ц m SF with a common domain G such that there is a compact subset К of X  

with (I -  f t ) (G) С К  for all / E  [0,1], f0 is the identity of X  and у  = 0, condition (1) is 

satisfied provided that

( x , / ( x ) )  & 0 for all X E  dG (2)

Condition (2) is just the well-known Krasnoseiskii boundary inequality Thus, if we set/  =
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/  -  g, we obtain the fixed point theorem of Krasnoselskii:

PROPOSITION 2 (Krasnoselskii) Let G be a bounded open subset o f  a rent Hilbert 

space X  with ÛGG. Suppose that the completely continuous map g from G into X  satisfies 

( x , g (x )) es )лг l2 for all X e  dG . ' " (3)

Then g  has at least one fixed point in G . ,

An obvious question la what happens if the кщхсХ-р to $5£l, covalen tly  in (3), ta 

reversed This question was asked by Lakshmikantham and Sun in H Î where the following 

'answer was given * , v  О  '

PROPOSITION 3 (Lakshmikaptham & Sun), le t  Xbe a real Hilhertspace p f  infinite 

dimension and G a bounded open set o f X  Wfíh Ö <3 $ . Suppose that the. completely 

continuous map g from G Into X  satisfies • *’ v ’4 ; ^  \

(*, g{x})  a jxf2 for all к e  ŐÖ.. 'to to ; , /  <4)

Then g has at least one fixed point in G , : .■ „ .

An other statement in [4] is the following: ' • -■

PROPOSITION 4 (Lnkshmiksntham & Sun). Let Xbe a  real Htiberţ space o f  infinite 

dimension and Gi tG2 (wo bounded open sets o f  Xsuch that G t and, G, C G a /Suppose

that the completely continuous map g fiam G3 into X  saţiqpsa C bfiiX zrip j conditions;

( x , g { x ) ) u  \x\2 and g(x) # X fim any x & óG, ; ,  • ; - to .(s)

(*»£(*)) s  \x\2forany X €  óG j. , to' ' , to(6)

Then g has ai least two fixed points in G2, ■ ‘

Proposition 3 is true if X  iss a space of finite dimension This can be proved by 

Brouwer’s degree ([4], Remark 1) since

d { / - g , G , Q )  ** {-ÍJ*-** 0
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Indeed, if g satisfies (4) and g(x)px for any xEdG, then g  is bomotopic to 0 / for any 0 > l, 

the homotopy being

£,(*) "  (1 - t ) Qx + t g ( x ) ,  0 л t л  1 
It is easily seen that g,(x) # x for all x  G dG and t G [0,1] Hence, 

d(I -g .G .O )  - d ( I - gl,G ,0 )  -  

"  d ( I -g 0>Gt O) «* d ( ( \  - 0 ) / ,  G ,0 )  -  

-  d ( - I , G , 0) -  ( - i f * * .

Let ns,remark that Proposition 4 is true if  Л' is a space o f odd finite dimension. Indeed, 

under conditions (5), (6) and g(x) * x  (for all xG  dG2X by a d d i t i f  p ^ x s c jo f  the degree, 

one has

d { I -g ,G 2\Gx,Ù) - d i f - g . G v 0) -  

- d ( / - g , G l t0)  -  I - ( - ! ) * “*= 2

If X  is a space of eyen finite dimension, Proposition 4 is not true as shows tha 

following example:

Example 1. L e tX -K ?\G ţ “ {xGS?0, j*| < l}, G2 “ {хей Р 1, |*( <2},g:  ё г -*8f*

where

í ( * ) 2W “ 2xI|. , / ( |* | , + i ) + ^ l ,

g( x ) u °  2хгк1{\х\г+ \ ) - х 2к̂ ,  k  “ 1,2,. , t i .

For \x\ -  1 we have g i x ) ^  = %  , g ^  - x * and so (r  ,g (x ) )  -  i* ;1 -  1

and g(x) * x Hence g satisfies (5) For jx|=2 we have (*,£(*)) ^  — Ü  < 4 “ j r |2,
S 5

which shows that (6) also holds Nevertheless, the unique fixed point of g  is 0 Indeed, if 

g(x) ” x,  then
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2*2*-l^íl*l + ^ +í"2i n *24-1
, к « 1 ,2 , ,n  . (7)

2*2* /(M 2 + l)-*2*-i “ *2* ‘ ,

If we multiply each of these equalities by x ^ , and respectively, and add, we obtain 

2 | x |2/ ( | x |2+ l )  * |x |2,

which is possible only if |x| a  1 or |x| = 0. In case |x{ = 1, from (7) we find 

xa-i*x7k ° xu - i ' xv  ~x2i-\ K ж2*>, * “ l . 2 . . whence x=0, a contradiction Thus, x=0 

is the unique fixed point of g

3, In spaces of Infinite dimension the complote continuity and the reverse of the 

Krasnoselskii Inequality are incompatible,

THEOREM 1. Let X  be a  real Hilbert space o f infinite dimension, G a  bounded open 

set o f X  with 0 E G  end let g be a completely cmtimous map from G M o X  Then, (here 

exists X £  dG such that ' ’

(x ,g { x ))<  i* p . ' / ;  ' m

Proof Suppose otherwise Then

(x>g(x)) a jx j2 for all x £  dG. (9)

Since G is open bounded and 0 £  G there exist rx, r2 such that ' 1

0 < r, a |x j s  r2 for all x £  d G . ' (10)

On the other hand, the compactness of g implies tbet К ° g(3G)  is compact, and 

- |g (x)J s  R for all x £  dG,  ' v

where R > 0 From (9) and (10), we have - ’

i-jlx) ts I x P s  (x ,g (x ))  & I x I |g (x ) | for any x €  dG

Hence
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0 < r, á I g(x ) I s  Л for all X S  dG 

Again from (9) and (10), we have

(x ,g (x ))  ” 1*1 l#(*)l cos<(x ,g(x)) a |x |2 fe r , |* |

It follows that

cos < (x ,g (x ))  a  r , / |g ( x ) |  a  rJR  (x  e  dG).

Thus

< (x ,g (x ))  s  а  я arccos ( г ,/R) < я /2  for all i  G dG 

Now, for each y  G К  define a subset Uy of Xby

Uy = {x G Af \ {0} , < (x ,^ ) < я /2  -  a}

Clearly, the family {Uy ; y  G К) is an open cover of К  Since К  is compact there is a finite

subcover of K, say

U , U , , U

For any X in dG, theie exists ? G {1, 2, ., in} such that g(x) G U 

Since < (x ,g (x ))  s  a  and < ( g(x),.y,) < я / 2 - a ,  we obtain < (x ,j '() < л /2  and so, 

i x >y,) > 0 On the other hand, A being of infinite dimension, we may fmd an element Xo 

on 6G such that (x0, = 0 for all j  G {1, 2, , m) Therefore we reach a contradiction.

Theorem 1 is thus proved

Remark 1 Here is an equivalent statement for Theorem 1

Let A be a real Hilbert space of infinite dimension, G a bounded open set of X with 

0 e  G and g a completely continuous map from G into X. Denote /  ■= I  - g  Then

sup { (x ,/(x )) , X G 0G} > 0 (11)

Remark 2 ProposiUon 3 and Proposition 4 have no contents Indeed, by Theorem 1, 

the assumptions (4) and (5) nevei hold
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4. The reverse of the Krasnoselskil-Brotvder boundary Inequality and maps of 

monotone type. The question we ask is if (111 holds true even for more general maps of 

monotone type The answer we give is only a partial one.

Let us first recall some definitions and standard potations of nonlinear functional 

analysis. If ATa a real Banach space and X  its dual, we denote by (x,w) the paiirihg between 

2- in X  and w in X  We use the symbol for strong, convergence and for weak 

convergence îf  £> is a subset of,A and/a  map from D  into A ^ /is  said to be dcmlcontinuous 

if  it is continuous from the strong topology of X on D  to the weak topology o f X \  /  is said 

to be of class (§)+ if  it is demlcontinueoa and if  for any sequence (*,) ip D  with xt -* x for 

some x G X  for which ÏÏm (x; -  x>f(xj))  ^  0 ,  we have x, x; f  fa said ţo be pseudo-

monotone if it is demicontifluoua and if  for any sequence {x) Ip ß  with Xj some x  G 

X  for which Itffl (x, -  x , / (* ,) )  s  0» we have (х ,-  while if  * €  A  then

f i x / }  - / ( * ) . A multi-valued map T of X  into foe subsets o f A* is monotone if  for any 

elements [x,u] and [y,v] of its graph, (x-y, и-v) a  0, ?' ia maxiim! monotone i f  it is maximai 

in the sense of inclusion of graphs among monotone maps o f X into foe subsets o f  X

Nota that If A ia a Hilbert space and g is a completely continuous map from D  into 

X, thsn the m a p /=  /  - g is of class (á)t

Hie classes of maps we shall deal with include the bounded maps o f type (5)„ foe 

bounded pseudo-monotone maps and the sums of maximal monotone, maps and bounded maps 

which are of class (S)+ or pseudo-monotone. For all these classes of maps a degree function 

is known (see [1], [2]) and with respect to the corresponding degree theory, Krasnosekkii- 

Browder boundary inequality m a "good" condition in the sense of an existence theorem iike 

Proposition 1 What we can prove for the moment is that, unlike this, the reverse of the
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Krasnoselskii-Browder inequality is a "bad" condition for the degree theory

Let X0 be a finite-dimensional subspace of X, G an open subset of X  such that 

G П X0 = G0 is nonempty and let /  G -+X* be a given map. Then the Galerkin 

approximant from / i s  the map f 0 G -» X0 ( = Xq‘ ) , f 0(x) * ф’(Д ф (* )Ж  where ф is the 

injection map of X0 into X  and ф* the corresponding projection of A* onto X^-

Let Л be the partially ordered set of finite-dimensional subspaces Xh of X  ordered by 

inclusion For each X, denote by ф  ̂ the injection map of Xh into X  and by ф£ the 

corresponding projection of A* onto А /

LEMMA 1 (Browder) Let X  be a real reflexive Banach space, G a bounded open 

subset o f X  wtth 0 E  G and let f 'G  -*X* be a bounded map o f  class (5)+ such that 

0 <$. / ( t)G )  Then, there exists ^  in A such that for all X > X0, 0 (£ ffdG^) and ßromver ‘s 

degree (HfifiJS) is independent o/X  {where Gx = G П X,_ and f  = фС/ф^ ) •

The common value of dif fl^O)  for X > Xq is denoted by d(f,G,Q) and is called 

Browdei’s degree of/  (see [1]).

The main result of this section is the following theorem

THEOREM 2 Let X  be a real reflexive Banach space o f infinite dimension, G a 

bounded open subset o f X  with 0 €5 G Suppose that the bounded map f  fl от G into A* is o f 

class (S'), and satisfies the following condition •

(x , f ( x ) )  s  0 for any X £  OG , (12)

Then f  has at least one zero on dG

Proof Suppose that the assertion were false Then 0 (£ fihG) and by Lemma i, there 

would exist Xo in Л such that for all X > \ , 0 f ( d G }) and Brouwer’s degree d(fl, G/,0) 

is independent of X But, from (12), vve have
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( x , f f x ) )  ° ( * , / (*)) s  0 f°r any x e  öG*.

Hence, d(fl ,  Gx, 0) ■= (-1)*™^ and so the degree d(fJJyß) could not be independent of X 

Thus, the assertion in Theorem 2 is true.

Remark 3 By Theorem 2, the following proposition is hue

L e t tb e  a real reflexive Banach space of infinite dimension, G a bounded open subset 

of X  with 0 € G  and /  a bounded map of class (S)+ from G into X‘. Then

sup { (* ,/ O » , x  £  SG} a 0 .. (13)

and in case that sup {( x , / ( x ) ) , x 6  dG } « 0 , there exists x  G. dG auch that fix) =■ 0

Our question is does the strict inequality hold in (13)? As we have already seen 

(Remark 1), the answer is positive for maps of the form /  = /  - g  with g  completely 

continuous in Hilbert spaces For the broader class of maps of type (S)„ this is an open 

problem

COROLLARY 1. Let X  be a real reflexive Banach space o f infinite dimension and G 

a bounded open subset o f X  with 0 6 G  Suppose that f . G - * X * is bounded pseudo

monotone Then inequality (13) holds

Proof If 0 e  / ( 5 <j ) , inequality (13) obviously holds Thus we may assume 

О ф f { S U )  Suppose that (13) were false Then there would exist a positive number e0 such 

that

(x ,/(x ) )  + e0 |x |2 s  0 for any x €E dG (14)

For each 0 < c s  e0 the map f ,  = /  + e J  (J is the duality map of A) is of class (Y)+ and 

bounded By (14), f  satisfies condition (12) It follows that there exists xt e  dG such that 

/.(*.) == 0, l e

J(x„) + e d ( \ )  0
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Letting e \  0 we find that 0 e  7(7577), which contradicts our assumption Thus (13) holds.

COROLLARY 2. Let Xbe  a real reflexíve Banach space o f infinite dimension, G a 

bounded open subset o f X  with 0 S  G. Let T be a maximal monotone map o f X  into the 

subsets o f )C with 0 £  7(0) and let fb e  a bounded map o f G into )C o f class (S)+. Suppose 

that there exists a sequence (ey), 0 < e , ,  t j  -* 0, such that

where Tx = (7 ,_1+ e J ' 1)'1 is the Yostda approximant ofT. Then thére exists at least one x 

£  dG such that

0 £  f i x )  + T(x)

Proof The map T, + / ( e  > 0) is bounded and of class (S)+ So, by Theorem 1, for 

each j  there exists Xj £  dG such that

Denote yj -  Tt (xfl = - /(x  ) Since G and f  are bounded, we may suppose that we have 

X j - x 0 and y j - y 0 

From yj = Tfxfi,  we see that

Yj e  T t y  -  t jJ- ' iyf l )

(x, iTt + /) (* ) )  * 0 for all X  e  dG , j  = 1 ,2 , . , (15)

Tt {Xj) + f { Xj) ~ 0.

(*, ~ * > >’j - У) * ( ey ^ ' ( y j ) ,  У; -  У) *

a - ( &j J ' l {yj)>y)  a -e ,b '/ fl b i

Since iy) is bounded, we deduce

Hm {Xj -  x , y j -  y )  a 0 (16)
, t -  '/
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If Tim (Xj -  * „ , / ( * ) )  <, 0 , then since/is of class (£)+, we get xs -* x0 and.y0 = -flx0) Next, 

from (16) we obtain

-А*а)~У)  й 0

Since Г is maximal monotone and x E  /3(7), у  E  ?(x),were arbitrar, we deduce that x0 £  Д 7 )  

and -flx0) e  1\x0X which finishes the proof It remains only to show that 

Tim (x  -  x0,f(Xj)) & 0 Suppose otherwise, i.e Tim (xy-  *0, / (* ) ) )  > 0 Then 

lim (X j - x 0,yj)  < 0 and so, i|ni (*,,>■,) < (xQ, y Q) On the other hand, by (16)

ДШ a  i x 0- x , y )  + ( x , y 0)

Therefore

(jf0 - x, y 0 - у) > 0 for all x E  Д 7 )  and y  G 7’(.v).

Since 7Ts maximal monotone, it follows that .t0 e  Д 7 )  and y0€i 7(xQ). Thus the above strict 

inequality must also be true for x = x0 and y  “  y0 , which is absurd The proof is now 

complete.

Remark 4 Let X  be a real reflexive Banach space of infinite dimension, G a bounded 

open subset of X  with 0 E G , T a maximal monotono map of X  into the subsets o f X  with 

0 E  7(0) and le t/b e  a bounded map of G into X' of class (S \, Then there exists e0 > 0 such 

that

sup {(*, ( 7Д / ) ( * ) ) ,  x e  dGJ > 0 for any 0 < e й e0, (17)

or there exists x E  dG such that 0 E  fix) + 7(х)

We conjecture that there is such that the sinet inequality (17) always holds 

COROLLARY 3 Let X  be a real reflexive Banach space o f Infinite dimension, G a 

bounded open subset o f X  with 0 6 Ö , T a maximal monotone map o f Xinto the subsets oj 

X  with 0 E  7(0) and let fb e  a bounded pseudo-monotone map o f G into X  Then
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sup { ( x , ( 7̂  + / )  (x) ) , x G 3 G } s: 0 for any c > 0 (18)

Proof Suppose otherwise Then for some e > 0 there would exist a positive number 

such that

(* , (-?; + /) ( * ) )  + Ô0 11 X IP s o  for any x e  dG (19)

For each 0 < ô s  àü the map i \  + f  + bJ is bounded of class (S)+ and satisfies (12) By 

Theorem 2 there exists x6 on dG such that

+ / ( * &) + 6J(xt ) D 0

If we set ж -  xs in (19) we get (60 -  6) || x6|j2 й 0 (ô < ô0) ,  a contradiction

5. Concluding remarks. Let A'be a real reflexive Banach space of infinite dimension, 

G a bounded open subset of X  with O e G , / s  bounded map of G into X  and T a maximal 

monotone map of X  into the subsets of X  We have established the following results

1) If X is a Hilbert space and/ =  /  - g, g  completely continuous, then

sup { (* ./(* ))>  X e  d G } > 0

2) If / i s  of class (S)„ then

0 <£/(3G ) => sup { ( x , / ( x ) ) ,  X G dG } > О Г)

3) I f /  is pseudo-monotone, then ’\v
sup { (x ,/(x ) ) ,  X e  а с }  fe 0

4) If J  is of class (6 /, then

0 £  (7' + /)(flG ) =* sup {{x,(Tt + f ) ( x ) ) , x ^ d G }  > 0 for any 0 < e  s e 0

5) Ify is pseudo-monotone, then

SUP { (*> 0 , +f )  (x )), X & dG J & 0 for any e > 0 

We conjecture that in cases 2) and 4) the strict inequalities on "sup" also hold if 0 e
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fißG) and О £  (T + J)(dG), respectively We recall that the conditions O /d G ) and 0 Ş: 

(T+ß(öG) are required by the definition of Browder’s degree Thus, we have shown that for 

bounded maps of type C$)+, the reverse of the Krasnoselskii-Browder inequality, namely

sup { (* ,/(* ) ) ;  X S  dG} ş  0 ,

implies 0 e fidG), i e it is a bad condition in the degree theory Also, for sums T + /w ith  

bounded maps of type (S)+, the reverse of a Krasnoselskii-Browder type condition, i e 

sup I (x , + / ) { * ) ) , X e  dG J й 0 for some sequence ч 0 ,

implies 0 e  (T + J)(ôG) Hence it is also a bad condition for the degree theory

We conclude with an application to Leray-Lions maps Let О C IT be open bounded, 

1<^kco) f  Qx]g,xS"-»Kn satisfies the Caratheodory conditions, i e. F(\ s, Ş) is measurable for 

all s, Ş and F(x, •, •) is continuous a e x e  Ü Also assume

| F ( x , í , ^ ) |  f i C O O + c J i r  + e g é r

and ,

{ ţ - ţ \ F { x , s , Ş ) - F ( x , s X ) ) b  0 ,

for all 1, s and a e i £ Q ,  where c,, c2 e R,, C(x) a  0, C(x) €  L p\ О) (1 Ip + Mp' = 1) 

It is known that the map

/  -* W~l,p'(Q) , / ( h) = -grad F(x,u,gmdu)

is bounded, continuous and pseudo-monotone 

By Corollary 1, for each R > 0, we have

sup j (« , / ( « ) )  = / '’(*, «, gradw) gradu d x , -  Л j  a 0
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REZUMAT. - Puncte Пхе pentru operatori multireel retnictibllL Scopul acestei luciöri este 
de a stabili, fbjoslndu-se tehnica structurilor de punct fix introdusa de IA Aus în (4], teoreme 
generale de punct fix pentru operatori nutltivoci ce nu mvariază domeniul de definiţie, din care 
se va desprinde ca $1 consecinţă un rezultat cunoscut.

1. Introduction. The notion "fixed point structure", given by IA  Rus in {4] (see also

[5] and [6]) is a generalization of some notions as "topological space with fixed point 

property" (Brouwer, Schauder, Tihonov, etc ), "ordered set with fixed point property" (Tarski, 

Bourbaki-Birkhoff, . ), "object with fixed point property" (Lawvere, Lambek, Rus, ) 

Recently, IA  Rus extended this technique to multivalued operators and gave new results in 

the fixed point theory for multivalued operators (see [4])

The object of the present paper is to extend this technique to multivalued operators 

which doesn’t map the domain into itself and to give some new results for such non-self - 

multivalued operators As consequence, one obtain a well known fixed point theorem for l s c. 

multivalued operator (see Demling [2])

2. Preliminaries. Let X and ¥ be two sets We follow terminologies and notations in

[41
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We denote by M°(XY) the set of all multivalued operators T X  - o  Y If X -  Y then 

M \Y) = hf(Y,Y)

DEFINITION 2 1 Let T X - o X b t  a multivalued operator (briefly hi operator) Then, 

by definition an clement x €E X  is a fixed point of T iff x €E T(x) We denote by FT the fixed 

points set of T

DEFINITION 2 2 Let T x - o  AT be a m-operator By definition a subset A C АЗз an 

invariant subset under 7' if 7(/i) C A We denote /( ï)  {A\ A C.X, 1\A) C A}

Let A' be a nonvoid set and Y €E P{X)

DEFINriTON 2 3 ([4]) A triple (X.S.frf) is a fixed point structure (briely f  p e) if 

(0 5 C P (X ) , S * 0

(//) M° P(X) - о  u M AY),  Y ~ o M 0{Y)C.M6(T) is a mapping such that if
ÏCPI.X)

Z C Y , Z * 0  then Щ 1 )  3  {T\z j TG Af{Y) and Z €  7(7)}

(in) every Y e  S has the fixed point property with respect to M°{Y).

Now some examples of fixed point structures

Example 2 1 ([4]) Let X  be a Hausdorff locally convex topological vector apace and 

Щ Г) - { T  Y -+ PíUv(Y) I T is u s c } Then {Х,Рср>а(Х)№ ) is a f  p s.

Example 2 2 Let A' be a Banach space and Xf(Y) = {T: Y -* Pc/cv(F)| T is 1 s c } 

Then {X,Pip J ,X)My) is a f  p s

DEFINITION 2 4 ([4]) Let (X,S,M°) be a fps . ,  0 Z -* R + (S C Z C  P(X)) and 

p P{X) -*■ PÇX) Tire pair (0,p) is a compatible pair with (X,S,M°) if

(l) p is a closuie operator, S C p(Z) C Z and 0(р(У)) ■= 0(T), for all Y G Z 

(il) 7v n Z„ C S

Example 2 3 ([4]) Let (X,S,t\'f) be as in Example 2.1 or Example 2 2, Z = Pb(X), 
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0 = <xK (Kuratowski measure of noncompactness) or 0 = aH (Hausdorff measure of 

noncompactness) and р(Л)  =» со A Then the pairs (a^.p) and (a№p) are compatible pairs 

with (XS,Af)

Following Halpem-Bergman [3] and Deimling [2] let us introduce 

DEFINITION 2 5 ([2]) Let X  be a Banach space and Y E  PciiV(X) Then I fx)  = {x + 

X(y - x) I X a 0, y  e  Y) for X E Y is the inward set of x E Y with respect to Y 

DEFINITION 2 6 ([2]) Let X  be a Banach space and Y E PJX). We let 

Kf (x) = I z E  X\  lim X'1 D(x + \ z ,  Y) = 0 |  for x E Y

Kr(x) = j z E X I lim lnfk~'D(x +Xz, T) = 0 |  for дг E Y 

and IV* (x) ■=> x + Ky(x),  for x E Y

Some basic properties are contained in

PROPOSITION 2 1 ([2], [3]) Let X  be a Banach space and Y E Pj^X) Then.

(l) 0 E Ky (x) C Ky(x),  for any x E Y

(и) Ky (x) “ X , for any x E  int Y

(in) Ky (x) and Ky (x) are closed for any x E Y

(ív) X K y (x) С Ky (x) and LKS. (x) С Kr (x), foi all X a  0 and all x E Y

(v) I f  Y is convex then K ' (x) ■= Kr (x) and Kr(x) is convex, for all x E Y

(vi) I f  Y is convex then Iÿ(x) ° l r{x], for all x E Y 

(vu) If Y is convex then KY{ ■) is Isc. on Y

Now we shall present the notion of retractible multivalued operators (see also [1] and

16J)

Let A be a nonvoid set and Y E P(X)
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DEFINITION 2 7([1]) A multivalued operator R X  -* P(Y) is called a retraction of 

X  onto Y if R |r = lj-

DEFINITION 2 8 ([1]) A multivalued T Y -* P(X) is retracttble onto Y if there Is a 

retraction R X  -* P(Y) such that FR.T = Fr.

The next results are given in {!]

PROPOSITION 2 2 The following two< set ate equal 1/=° {x E  Y\ x &T(x) or 

T(x) П R \x )  = 0  and V ~ FT U CJFM ) (where R \x )  = {г €  X\ x E  Л(г)}} 

PROPOSITION 2 3 The following conditions are equivalent:

(i) x e  R(T(Y) \ T) =* y G T(x) or T(x) П R l(x) » 0

(ii) f r.t q  f t

(iii) Fr.t “  F7

Example 2 4 ([2]) Let A' be a Banach брасе and Y e  P(X) Consider the metric 

projection П к X  ДТ)

n,<x) -  {« £  УI \\x-u\\ = DQC.Y)}

Evidently n r |r = l r

If Y G Pcp(X) then П,. X  -* PJiX) is u.s c.

If Y €E PcpiCfX )  then ПДх) is convex for all x £  X

3. Basic results. The following general results are essential in the fixed point theory 

of nonself multivalued operators

PROPOSITION 3 1 Let (X,S,Xf) be a fp .s  , Y G . S , R  X - *  P(Y) a retraction and 

T Y —* P(X) a multivalued operator. I f  

(l) R » T G Kf(X)
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(n ) T is re trac tible onto Y by R 

then F1 * 0

Proof From (ii) we have FRal = FT From R ° Т Е  Xf(Y), Y E  S  and (X,S,Af}-{ p s 

it follows that Fr„t * 0  ■

PROPOSITION 3 2 Let (X,S,Xf) be a f  p s , Y B  S. R X  -* P(Y) a retraction o f X

onto Y

Let T Y P(X) be such that:

(i) T admits a continuous selection t 

(u) R ° t E  Af(Y)

(iii) T is retractible onto Y by R  

Then Fr * 0

Proof Let t Y -* X  be a continuous selection for T, i e t(x) £  Дх), for all x E  Y 

Fiom (ni) it follows that FRmf “  Fr We have R ® / £  Af(Y), Y E S and (X,S,Xfyf p s , 

therefore FRn 0  The conclusion follows taking into account that £  FR,r ■

From Proposition 3 2 we have the following theorem

THEOREM 3 1 Let X  be a Banach space, Y E Pcp„(X) ami T: Y -» Pctm{X) l.s.c. I f  

T(x) С I ’■if), for al x E Y then FTv>0

Proof. Let П г X -*  PLp,JJ)  be the metric projection From Example 2.4 П/*) Is u.s e. 

on X  By Michael’s selection theorem (see [2]) there is continuous operator t Y —» X  such 

that t(x) E T(x), for all x E Y Evidently ° t Y -* PcPiJX )  is u s c Let (X,S,Xf) be the 

f  p s given in Example 2 1 It folows that П,- ° t E hf(Y) We claim that T is retractible onto 

T by Г!,, i e РП'Г Q Ft

If x £  (Пг о 7)(x) then there is an element у  E  7(x) such that x £  П,(>') We have the
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following alternative

a) ^ б Г  Then П,<у) = у  So x = у  and hence xGTx,  t e 

X  E F, # 0

b) у  ^  Y Since y  G 7(x) and x G П^у) we have that

l l j - x P  = inf I .V-2 ÍI = D ( y , Y )

We shall prove now that for any h G ]0,1 f

D ( \ - h ) x  + h y ,Y )  *=>0(1 - h ) x  + hy -  лгЦ (*)

We suppose tlmt there exists h G ]0,1[ such that z G Y, z x and |(1 - h)x + hy-  z\1 

< 0(1 - h)x + hy - *0

But Цу - z0 s  fi(l - h)x + h y - 4  + 0(1 - h)(x - jy)fl < 0(1 - h)x + hy - x  0 + |(1 - AX* - X)fi 

= \\x - _y||, which contradicts x G П,(у) It follows that the relation (*) holds 

Therefore

D(x,  J'x) s  0дс “ _y|| “ Inn inf
h-O. h ■ ■

Since y  G T(x) C I ’(x) ° x + Kr (x) we have that y  - x G K^x)  Consequently (see

Proposition 2 1) lint inf P. !??..’Xl “ 0 Hence D(x,7(x)) á  0, i e. x G 7\x) 
s — o, h

Applying Proposition 3 2 one obtain the conclusion HI

Remark 3 1 Theorem 3 1 appear in [2], where it is established in a different manner 

Remark 3 2 A similar result for u s e  multivalued operators which satisfies the 

weakest condition T(x) П l ÿ ( x ) , for all x G Y is given by К  Deimling (see [2]) An open 

problems is to prove such a result using the technique of the fixed point-structures for non

self multivalued operators • n

Remark 3 3 Fixed point theorems for 0-condensing non-self multivalued operators are 

established in a previous paper A general technique for constructing fixed point theoiem in
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the case of non-self multivalued (Ö,((^-contraction is also given
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R E Z U M A T .  - N o t !  l u u p r a  u n e i  t e o r e m e  d e  p u n c t  critic, i n  lucrare se d e m o n s t r e a z ă  

u r m ă t o a r e a  variantă a  un e i  t e o r e m e  pr iv in d existen|a a  trei p u n c t e  critice F i e  Л / o  varietate C2 
- Finslcr c o m p l e t ă  fără frontieră şl fie fM  - » В о  funcţie C‘ c u  valori reale D a c ă  /  este 

m ă rg in it ă inferior, satisface condiţia lui P a l a i s - S m a l e  şi are d o u ă  m i n i m e  locale, atunci / p o s e d ă  

cel pufin trei p u n c t e  critice distincte

1. Introduction. In the present paper the following variant of the three critical points 

theorem is proved' Let M  be a complete C2-Finsler manifold, without boundary, and l e t /  M  

-* M be a C1 real-valued function Assume that/ is bounded below, satisfies the Palais-Smale 

condition and it has two local minima Then/ presses at least three distinct critical points.

Remaik that an analogous result is given in M S Berger and M S Bergei [4, pp 58-62], 

R Courant [ 10, p 223], M Struwe [24, Theorem 1 1 , pp 66-68] for M ~  R'1' with the coercivlty 

condition f ix )  -»  oo when ||\-|| -*  °o, and in P H Rabinowitz [22, Corollary 3 15] for M  a real 

Banach space with the same regularity hypotheses on f  Other versions and applications to 

various problems in the theory of partial differential equations are presented in H Amann [2], 

ACastio and A C Lazer [6], K-C Chang [7], [8, Section 5, pp 71-78], [9, pp 128-129], 

M A Krasnoselski [10], L Nirenberg [17] and P H Rabinowitz [21]

"Habeş-Holyat" l/iuversily, Faculty o f Mathematics unit Computer Science, 3400 Cluj-Najioca, Romania
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2. Preliminaries on Finsler manifolds. Let M  be a C1 Banach mantlfold without 

boundary (i e йМ = ф) and led 7’(M) be the total space of tangent bundle of M  A continuous 

function II II T(M) -» Et, is a Finsler structure on 7(M) if the following conditions are 

satisfied.

(1) For each r £ M ,  the restriction || \\x -  Ц || |Г(Л/) is an equivalent norm on Г (M ),

(ii) For each x0 G M, and k > 1, there is a trivializing neighbourhood U of x0 such that

i l l  l* s  II It II,, ( V ) r e i /  
к

M  is said to be a Finsler manifold if it is regular (as a topological space) and if it has 

a Finsler structure on rJ\M) ,

It is known (see Я S Palais [18, Theorem 2 11]) that every paracompact C  Banach 

manifold admits Finsler structures and that every C' Riemannlan manifold is a Finsler 

manifold (see R S Palais [18, Theorem 2 12])

Suppose that M is connected For x,y G Mdefine Q(r,y) the set of all Cl - ptecewise 

path a  [0,1] -* M such that a(0) = x,a(l) = y. The length of a  S  £2(x,j) is given by

f(a) -  p | a ( / ) | | u(()<// (1)

Consider the Finsler metric on M  defined as follows

dF(x,y) ° ‘nf {«(o) aG Q (.v ,y )}  (2)

One can show (see R S Palais [18, Theorem 3 3] or K Daimling [11, Exercise 8| p 376]) that 

(M,dF) is a metric space and that the metric topology coincides with the topology of M

To a given Finsler structure on T(M) there correspond a dual structure on the 

cotangent bundle ’l\M f  given by

U p « - s u p { |p ( * ) | ' = 1 ). I » e w  (3)

Let/  M  -*> R be a C  - differentiable mapping A locally Lipschitz continuous vector
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field V Л/ 'I'(M) such that for each лг E M the following relations are satisfied

(О к  II * 2 ||( i//)J |

oo (<//)A( v )  * \ m \ f

wheie | | ( i / / ) J  is given by the Ftnsler structure on Г (М )’ , is called a pseudogradient 

vector field of/ (in short p g f  of f)

This important notion was introduced by R S Palais [18] An interesting modification 

was given by F E Browder [5] (see also К Deimling [11, p 372])

It is known (see R S Palais [18]) that if M is a C3 - Finsler manifold and /  M -*  R Is 

a C'1 - differentiable mapping, then V(/) и ф, where

V ( /)  = ( v £ T  (M ) V is p g f  o f / }  (4)

is the set of all pseudo - gradient vector fields of/  Let us note that if M is a Hilbert manifold 

with the Riemannian structure || ||, the norms || ||д come from inner products by 

1 ||л = < , >!'2, and we can define a p g f of f  by p  -* (grad /)(/;), where (grad j)(p) is given 

via ihe well-known Riesz representation theorem by

(<Jf)pV0  •> < x ,  (gradJ ) ( P ) > P, ( V ) J i e  Tp(M)

(see 1 T Schwartz [23, Chapter IV])

3. The main résulte. Let M be a C2 - Finsler manifold, connected and without 

boundary For a C” - differentiable real-valued function /  M  -* R, define by

C ( f )  = ( f 6 W  ( d f ) F -  0)  (5)

the critical set of /  and by B{f) == the bifurcation set of /  The elements of C(f) are

called the critical points of/ and the elements of B(f) represent Us critical values Ifp  tfz C(J), 

s B(J), then p is a regular point and s is a regular value of die m apping/
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For s £ E  denote by Cs{ f )  = C ( / )  П j~l (.s), the critical point set of /  at the level 

s It is obvious that л is a regular value of /  if and only if Cs ( / ) ° ф We also consider

M , ( f )  - / ■ ‘ ( ( - '» . i ] )

It is well-known that if s Л ( / )  then / " '  (л) is ф or a differentiable submanifold

of A4, of codimension 1, and Л / (/ )  is a differentiable submanifold with boundary of Л/, of 

codimension O, and ôA f( / )  » /''(.<>) (see for instance R.Abraham, JE  Marsden and

TSRatiu (1. p 197]).

Suppose that the manifold A4 and the mapping/satisfy the following hypotheses

(a) (Completness) (M,dv) is a complete metric space, where dr  represents the Finster 

metric on M  defined by (2)

(b) (Boundedness from below) If В = inf { / (x )  x E  A4) then В > -<».

(c) (The Palais-Smale condition) Any sequence (xn)na0 in A4 with the properties that 

( / (x„ ))„ao 1S bounded and || ( d f  )д Ц -» 0 has a convergent stibsequence (х^)*а0, x p

The above conditions (a) - (c) are sometimes called compactness conditions because 

if AT is a compact manifold they are automatically verified It is clear that the point />, which 

appears in condition (c) of Palais-Smale, is a critical point of f ,p EC(J)

Let V E  V(/) be a p g f  of /  and let x E  A4 be a fixed point Because v is locally 

Lipschitz the following Cauchy problem

ф (0  “ ~v,<p(0 (6)ф(0) -  x

has a unique maximal solution tpv (u>! ( x ) , о у (х )~ * Л /, whereof (x) < 0 < o f (x) 

Denote by ф" (X)  the above solution and by t -* q>[(x) the corresponding integral curve of

(6) Taking into account the hypotheses (a)-(c) it follows that e f  (x) = + <», i e (ф)Т is 

a semigroup of diffeomorphisms of A4 (see R S Palais [18] orK Deimling, [11, Lemma 27 1J)
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For a vector v E X(M ) let us consider the sets Z(v) °  { p E  M  vp =  0 } ,

Fix (t()v) = jx  E  А/ фУ(дс) = X, (V) / e (u>ü(x),u>*(x))} It is easy to see that the 

following relations hold

C(J)  -  П  2 (v )  (7)
vev(/)

C ( f )  -  П  Flx (ф”) (8)
vS V (/)

If x £ C ( / ) ,  then /(<pj (x)) < / ( x )  for / > 0 and /(ф * (х )) > f i x )  (9)

for / < 0

Our main result is the following

THEOREM Let Mbe a C1 - Finsler manifold, connected and without boundary, and 

let f  M -* К be a Cl - differentiable real-valued mapping. Assume that the hypotheses (a) -

(c) are satisfied and there exist two local minima points o f f  Then f  posses at least three 

distinct critical points.

Proof Let px,p2 E  AT be the local minima points of/  Thenp xp 2 E  ('(f) and s, = f i p f  

i -  1,2 are critical values of/  Let us suppose that PuPi are isolated minima of J  and x, a  s2 

Then the set Л/ ( / )  has at least two connected components MXJM2 with p, E  Mx, p2 E  M2 

Because/ is continuous it follows that there exists a positive number e0 > 0, such that the set AT t t ( f )  

has also at least two connected components M, t , M 2 t with p x E  M x t , p2 E  t 

Let us consider the family of compact subsets of M  defined by 

/f is  connected, compact and p xp 2 E  K)

We shall show that the family 91 is invariant with respect to the flow {ф,},а0 generated by 

a p g f  of f v  E  V(/) Indeed for any / a 0 and for any К E  91 the set ф£K) is connected and 

compact since ф, is a diffeomorphism of the mianifold M Moreover, according to the relation 

(8), it follows that фД/i, ) = pt , i * 1 ,2 , for any / a 0, l e p x, p2 E  фД/f ) for any t a
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0 and for any К E Ш

Define thh mini-max of f  with respect to the family Ш by 

mini-max ( / ,  Ш ) = inf max f i x )
KSffl x6K

It is obvious that mini-max i f ß )  represent the smallest real number s £ R  such that 

for any e > 0 there exists Kt E ïft with K, Q Milc(J) ,

Because the family fift.is invariant with respect to flow •{Ф , generated by a p g f  

V E  V(/), according to the mini-max principle (see R S Palais [18, Theorem 5 18]) it follows 

that s = mini-max (#ft) is a critical value of the mapping/ Iţ ш easy to see that .the following 

inequalities hold s a x, a s2

If s = л,, using the definition of mini-max i f ß) ,  there exists Kt E  9Î such that 

Kt Q Mitt i f ) , where eu is the number considered at the beginning of the proof Because/^ 

is connected and p x,p2E Kt , one obtains a contradiction with the choice of e0. Therefore 

s > s, г  s2 and c„if) я ф So,, there exists a critical point p 3 €  CJJ) with 

p3$. C i f ) ,  I = 1,2, and the assertion is proved , .

The following two corollaries are obtained from the above main result

COROLLARY 1 Let M be a C1 - Finster manifold, connected and without boundary, 

and let f  M  -* R be a C1 - differentiable real-valued mapping. Assume that the hypotheses 

(a)-(c) are satisfied and f  has a local minimum point which is not a global minimum point 

Then f  posseses at least three distinct critical points

Proof Let us consider В = mf [fix) x E M )  Then В is the global minimum of/(see  

R S Palais [18, Theorem 5 7] or K-C , Chang [7, Lemma 4], D Andnca [3, Theorem 3 2 9]) 

and there exists a critical point p2 E Cij) such that fip2) = В Considering p l the local 

minimum point given in the hypothesis, we can apply the above theorem, and the desired
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conclusion is obtained

COROLLARY 2 Let M “ be a m-dmensional Cfi-mantfold which is closed (i e M  is 

compact and without boundary) and connected. I f f  M-*VLisa  C1- differentiable real-valued 

mapping with two local minima points, then f  posseses at least four distinct critical points.

Proof Let P1P2 be the local minima points o f/  given in the hypothesis Because M  

is compact, /  has a maximum point />4, and it follows e  A/(/) (see D Andnca [3,

Pioposition 2 2 6 ]) Consider p3 the critical point obtained by the mini-max principle in 

Theorem It is clear that the following inequalities are valid s4 ъ s3 > s2 «: sh where 

s = i “ 1 .4  If the dimension of M  is greater that 2 (i e m £ 2), taking into

account the definition of the mini-max of /  with respect to the family M, it results that sA > 

s3, therefore \C(j)\ & 4 If the dimension of M  is 1 (l e m = 1), using the classification of 

one-dimensional manifolds (see V.Guillemin, A Poliak [14]) one obtains that M  is 

diifeomorphic with the sphere A'1 and in this case the property is also proved.

Rentatks 1) The following example shows that there exist smooth functions /  R2 -* 

E  having two global minima points and without other critical points The polynomial function 

fix,}) -= {xly  - X - l)2 + (x2 - l)2 has global minima at the points (1,2) and (-1,0) and no other 

critical points (this example is simple modification of the polynomial given m A DurfFe et al

[12])

2) One can show that if M " is a closed (/-manifold and i^/U) is the real algebra of 

C1 -differentiable real-valued functions defined on M  then for every function / G JfiM) the 

inequality \C{f)\ ь 2 holds (see D Andnca [3, Proposition 2 2 6 ]) The lower bound of the 

cardinal number of cntical set C(j) is very strong connected to the topology of M For 

instance if m = 2 and the manifold M  is not diffeomorphic with the sphere S1 then |C(/)| &
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3 (see DAndnca [3, Theorem 4 3 6] and M W  Hirsch [15, Exercise 13*, pag 29] for a 

particular case) If m = 3 and the fundamental group л,(ЛТ) is not free, then \C(f)\ г» 4 This 

inequality follows from a recent result concerning the Lustemik-Schnirelmann category, 

obtained by Gómez-Larranaga, J.C Gonzàlez-Acufla, F [13]
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Rezultatul principal. Teorema 2 4, generalizează, Ia C-vanetâţi, unele rezultate obţinute de
Wang şt Szulkin ,

!. Introduction. Let A4 be a C'-Banach manifold which is modeled on the Banach 

space If (f/,q>) is a chart of A4 at x0 €E A4, then denote by t|> (A4) the function by

ф(х) = [{/,ф ,(р(х)]д for each x <EE U In what follows we shall denote by 7Mthe tangent 

bundle of A4

DEFINITION 1 1 A Finaler structure on the tangent bundle 'I'M, ts a continuous real 

function II-|| TM -* f0,+oo[ such that

0 for every x E  M, the restnction fj -1|7 u is an admisible norm on TJJ4),

n) foi every x0 e  A4 and К > 1, there is a chart (I/,ip) of M  at x0 such that the following

inequalities

j | | [ i / . (p . / iL | | * ( [ « / . ф . а Ц  * * | [ * / . ф . л Ц

hold for all h £  E  and x E  U

A C1 - Banach manifold, which is a regular space, whith a fixed Fmsler structure for

"ßahef-Bolyai" University, Faculty o f  Mathematics and Computer Science, MOO Ctuj-Napoca, Romania
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TM is called a Finsler manifold

Я Palais [4] proved that for every C1 - Banach paracompact manifold there exists a 

Finsler structure on the tangent bunde

If X and y  G M  are two points in the same component of M, the distance p(x,y) is the 

infimum of 1(a), over all C  paths joining x toy  Then p M  x M  -* [0,+<»[ j3 a metnc on 

M  which is consistent with the topology of M

DEFINITION 1 2 Let M  be a C1 - Banach manifold, S £  M  a nonempty subset of M
1/

A vector vQ G T (M)  is called tangent to S at x0 G S if there is a chart (i/,<p) of M  at x0 such 

that

+ л Ф'(*0)1о Ф ( У П 5 »hm______:---------------------------------------  -  О
At-о h

where d is the distance on E

Let us denote TJS) as the set of all tangent vectors at x G S.

D Motreanu [3] proved the following result

THEOREM 1 1 l£ t M  be a Cl - Banach mamfold, SQM,  x0 G S and a chart 

o f M  at x0 A vector vu G Г (Л-/) лу tangent to S at x0 tjf there is a fiinctton и ]-а0 ] -* Е 

such that

i) hm u{h) “ 0
At-0

») ф(*о ) + л ( v0 + М(Л » e  Ф(U n  S) ,  for all h

DEFINITION 1 3 Let M be a C1 - Banach manifold A subset S Q M  is locally 

convex if, for each xtíGS, there is a chart (Uyp) of M  at x0 such that qj(i/fTS) is convex in E 

Let M  be a Cl - Fmslei manifold, / G C\M,R), S Q M , xE .  S  Consider the following 

notations

И <//(*) l4 = sup |t / / ( x ) - v )  I v G  T( S ) ,  ||v|| » 1}
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DEFINITION 1 4 Let M  be a Cl - Finsler manifold S a subset of M  and/ Е  Cl(M,R) 

A point X E  S  is called a critical point of/ relative to S if | df(x)\\s » 0

KS  = | jc E  5 I I df(x)  ||s = 0} - the set of all cntical points of/ relative to S,

KSc « KS  П for each c E  R

DEFINITION 1 5. A flinction / Е С 1 (M,R) is said to satisfy the Palais - Smale 

condition relative to S at the level с E  R, if for each sequence {xn}/jal Q S such that flx„) -* 

c and II d f  (хя ) ||s -* 0 , there exist a convergent subsequence

The function /  is said to satisfy the PS condition relative to S ((PS)3 in short) if  /  

satisfies this condition for all level c E f i .

In what follows, we use the Ekeland’s variational principle [7]

THEOREM 1 2 Let (Z,d) be a complete metric space and л  Z - * ] - o o , +<»]<* 

lower semiconttmom, proper (л * +“ ) function which is bounded below. Then for each e

> 0 and for each x E  Z such that я (х ) s  inf n (z) + e2, there exists a point y G Z  such
i e z

that

1) 3l(y )  Й n(z)

2) d(x,y)  á e

3) л(г)  -  л ( у )  a - e d ( y , z ) , for each z E  Z

In what follows, we shall need the definition of the Ljustemik - Schmrelmann

category

DEFINITION 1 6 Let Abe a topological space and A a subset of X  The Ljustemik - 

Schmrelmann category of A in X  is k, if there exists к (but not exist к - 1) closed of A, 

contractible in A, which cover A Denote catл(А)=к If such а к does not exist then

catA(T)=+c°
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THEOREM 1 3 Let X  be a topological space and A, В subsets o f X  The following 

results hold

a) catÀ(A)=\ iff A is contractible to a point tn X

b) I f  А С В then catjfA) £ catjfB)

c) catx(/l U H)£ catx04) + cat x(0)

d) I f  cat/B)<+<x>, then catЛ(А~В) ь catfA) - cat X(B)

e) I f  A is a closed subsets o f X  and a  A*[0jü] —> X  is a continuous function such that 

a(a,0) °  a, \f a £  A, then calx(A) s  catA{u(4 i0))

i) I fM  is а C' - Finsler manifold and A QM, then there exists U £  vM(A) such that 

catÂfÜ)  ■= с а Ш )

2. The Existence of Critical Pointa. Let M  be a C  - complete Finsler manifold and 

let S be a nonempty, closed and locally convex subset of M

DEFINITION 2 1 A pseudogradient vector for a function / £  C\M,R), relative to S, 

at the point x £  S, is a vector v £  Ts(x) such that

a) И  < 2 \ d f ( x )  |js

b) d/(x)  ■ v > \\df(x)\\2s

Let xQ £  S - KS l e |]i//(r0)UA. # 0 Using the definition of 1|с̂ Д.с„)|5, we get that there

exists a tangent vector vv0 to S at x0 such that Ци'(1|| = 1 and df (xu ) • w(t > X  ]| dj{x0 ) j|̂

Denote v = _  || df(x0 )||„ w0 T (S)  It is easy to see that v0 is a pseudogradient vectoi foi 
2 * °

f  relative to S, at x0

Let (I/.qi) be a chart of M  at x0 and ij> » (if/ (x0 ))'* 

df (x0) • v0 » ( . / V )  , (rl>(x0)) • v0 
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It is easy to check that II df(x0 )|ß < df(x0) ■ v0 s  | df (xa )||A. || v j  ie  

II v0|| > ||i//(x0)|lÄ and df(x0) • v0 > flrf/(x0)|ß > - i  IIvj

Using the continuity of the functions ( / ° ф 1) , and Í7 D S э x -* ||о(/(л:)||л, , we get 

that there exists r > 0 such that

IM I > llrf/(x)lls , for all X e  и  n  S ,  w  £  T x  ( M ) ,  ||и> -  v j  < r  

and

(/ii>~')(y) • w > - i IM P , for all у  6  cp(U)  and áll tv €  Г (M )
4 *

with !>v -  v0(I < r

For a complete meine space (W,p) denote by if  the set of all subsets of Xt closed and 

bounded On the set К we introduce the НакаЗгйГ сзкЗйз írülned by

dist (A,В)  => max J sup p ( a , B ) , sup p (à,A) l
l а В А  ъев J

Since A'is a complete metric space, it follows that (K, dist) is also a complete metric

space

We need two results which are proved in Mawhin-Willem [2].

LEMMA 2 1 Let (ACp) be a complete metric space and suppose that X  is an ,iNR. In 

this case ifTj  = { A £  X  | catari) г  J, A compact }, (Гу> dist) is a complete metric space.

LEMMA 2 2. The function л  Гу -» R, defined by л (A) = s u p / (x) is lower
x e  a’

semicontinuous

THEOREM 2 3 Let M  be a Cl - Finsler manifold, S Q M ,  nonempty, closed and 

locally convex Let / € E C\M,R) and x0 E S a regular point o f f  relative to S (i e 

* 0) Suppose that (Cl.ip) is a chart o f M  at x0 such that <p(f/ П S) is convex in К I f r  > 0 is 

a fixed real number, then there exist v, G Tx(S) a pseudogiadlent vector for f  relative to 

S, at xa, an open neighborhood V o f  x0) V £  U, a positive real number ha > 0 and a

LJUSTERNIK.-SCHNIRELMAN THEORY
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continuous ßincdon и' V —* li such that

a) ||«*(*)ll s  r, for each x E V

b) tp(*) - h f\ \  + //*(*)) E  qi(w П S), for each x E V
и ,

Proof Let v0 = J U , ц>, P0] E i\ (M ) be a pseudogradient vector for/ relative to S 

at x0) where f0 = q /(x 0)v0

Using the Theorem 1 1 obtain that there exists a function и ]-a,0] -* E  such that

t) lim «(Л) = 0 , and
M-o

ii) + h(v0 + it(h)) E  q>(и П S), for all h G ]-a,0]

If h0 > 0 is fixed, let i* -  v0 + u( -h0) and Vl = q /(x0 )~l fl1, We have 

qj(x0) - / j u V, E ip(U П .S') and since q>(U П S) is convex in E  we get 

q>(x0 ) -  h V, E  qi(£/ П S ) ,  for all h, 0 s; h á й0 Hence£/(q>(x0) -  h P ,, q>( U П S)) )  » 0 , 

0 <. h & h», V. E T (S )

If h0 is small enough we may assume that v, is a pseudogradient vector o f /  relative 

to S at v„

Let V be an open neighborhood of xa such that Sq>(x) - q?(x0)i| s  r, for each x E V 

Let и V -* E the function given by 

»*(*) ° -  ф(*))
”o 4

We have

ф(*) -ЛС'*! + «*(*)) = V(X )-fi0( Pl + 4"<ф (*) ~ф(*о) “
"о

qi(x0) -  h0if E  ф({/ П S ) , for each x E V

The following theorem is a generalization to C1 - manifolds of Wang’s [8] and 

Szulkin’s [7] rezults

THEOREM 2 4 Let M be a C' - Finster and S a nonempty, closed and locally convex
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subset of M. Suppose that fE C\M,R) is bounded bellow and satisfies the conditions (PS)Sc 

fin all c j  = 1 , к where

Aj = { A C S I A compact and cat^A ) J } 

c = nunlmax ( / ,  Л ) = i f f  sup f ( x ) ,  and
1 Л6Л, xGA

Ak * 0 foi some к a 1 Then f  has at least к distinct critical points relative to S. 

Proof Without less of generality we can suppose that M  is connected Since AJtl Q 

Aj, for / = 1, , £-1 it follows that

-00 < s  c2 s  s  ck < °°

Given j, suppose c} = cßl = = c^p = 0, for some p  a 0 Jt suffices to show that

cat\t(KSc) a p  + 1

Let qp be the collection of all nonempty, closed and bounded subsets of S  On the 

account of the fact that (S,p) is a complete metric space, we obtain that (cp.dist) is a complete 

metric space too By Lemma 2 2 , we have that the function л A -* S, л (A)  «* sup f { x )
J x&A

is lower semicontinuous Recall that we want to show that catkfKSf) a p  + 1 

Suppose that Cd.thfK.Sf) s  P and denote 

Nb = { X 6  S I p(x,KSJ s  ft), for ô > 0

Let к E ■4 be a fixed number Since /satisfies (PS)Sc it is possible to choose 

b > 0 such that catw(JV25 KSC) = c a t s  p

Using (PS)s . we may find an arbitranly small e > 0, with the property that 

II <//■(*) Hi Ä 6e . for every г б Л ’ П f ' 1 [ c -e  , c + e] -  N f K S c) (1)

Choose an At E A^p such that я(Л,) s  c + e 2

L e t  A2 «* Al -  Nlb{KSç ) T h e n  л ( A 2 ) =» c + e 2 a n d

са(м (-^) й ca ty f/l,) -  catM(JV2i(KSc) a y  + p - p  =j  implying A2 E  A, Using the
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Ekeland’s variational principle for л  Лу -* И we obtain There is an A £  Л, such that

jt(v4j) £ c + e2 (2)

dist ( Ax A2 ) s  e , and (3)

n(B)  г  n(A)  -  e dist (A,B) ,  V ß €  Л, (4)

Since e < Ô and diet (Al A2) л  e it follows

А П Nb(KSc ) -  0  (5)

Our goal is to obtain a cntradiction by constructing a f l £ A y which will fail to satisfy

(4)

Denote S% = А П . x £  M \ f ( x )  a c -  -L e Because A E  Aj we have 

sup / ( * )  a  с > c -  JL e , so that there exists J tS  J  such that / ( * )  hence
*ел 2 2

S, * 0  , ■

Let x, £  iS1! be an arbitrary point Choose a eltart at xt such that if

aj), и ф' (x, )"' ° q>,, then

y f ' x e u  (6)

Because xd ф. Nb(KSa),  p(x(, KSc) > Ô. If U, is sufficiently email then 

U, £ / - 4 [ c - e , 6 -  + e ] )  - N b(KSc)

Hence I df{x)  ||Ä г» 6e , for each x £  Ut П S, and therefore * 0

It follows that there exists a pseudo-gradient vector v *> [ Ui , q>,, 9f J, for/ relative 

to S at x„ and there exists r, > 0 such that

IMI > «<//(*) Вя (7)

> -Ille ti2 - (8)4
for all x £  Ui П S,  у  £  4>,(£/,) w £  Г (A/ ) , such that Hw -  < r,

Let V, be an open neighborhood of x, such that Vt Q Ut (M is regular space) Let 6,
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> 0 be a real number such that

p ( V' , AY -  Ui ) a b( and (9)

4 , ( № ) .  r  (M)  -  ф ди ,)) * f>, (10)

where dx is the distance induced an Г (AY) by |Н1д

Also, we can suppose that ( Ut П S ) is a convex set

In this way we obtain an open covering {KJ of A’, Since 5, is compact, there exists 

a finite subcovenng Vu , Vm, to which we may subordinate a continuous partition of unity
ГН

Чи Лт> .‘ e l ,  AY -* [0,1] are continuous, supp | ,  £  Vn i = 1, , m and E  | ( = 1 on 5,
У -1

Letx AY-* [0,1] be a continuous function such that xl^ =■ 1 and x lw “ 0 , and
• ‘ w '

let 0, = x% AY-* [0, 1 ]

It follows that

supp 0, supp !, £  V„ i = 1, , m (11)
w

E ö, -  1 on (12)
/*1
0, ° e e 0 on M-UVt (13)

/-1
Denote by 60 =• min {ô„ôj, , Ô J, r0 = min {/-j, , r j

We apply now Theorem 2 3 For each / = 1, , m there exist the continuous functions

ut V. -» Tx (AY) such that

ll«J( v )H Ä r0* V x e F ,  (14)

^ ,(* ) ~ ЛоО ,+ ",(*) e  Ц<(и , n  S ) (15)

where /;„ is a fixed positive number 

Using (7) and (8) we obtain

К  + ",(*)ll > ЦДЛ*,) II,,, V x e  А П supp 0, (16)

( AI’. ' H t ) ' (v, + //,(*)) > ~  ||v + и (лг)(I2, (17)
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V j c E ^ n  supp 0„ V y  €E Tj>,(F,)

Fix a real numbei t > 0 such that t < mm A0( m inflvj - r 0)
1 + A2 \ 1- 1 ,in /

Because r0 is arbitrary small, we can suppose that r0 < mtn|| v( 11

Let a,(r,x) 4h ф,(х) -  / 0,(x)

X ,  otherwise

vl + Ul(x)
if x E U t

We will prove that a , is well dofined and continuous 
V. + w.(x) b,.

We have IKÖ (дг) -------- £ t <: ------------- _  < ô0, and
||vl + «1(x ) | 1 + k 2

4  (% (* ), Tx(M) -  > 00, for each x E  supp 0,
V + n (x)

Therefore ijj.(x) -  10 (x) --------- !------ e  ip. ( L/. ) ,  hence a , is well defined
|v, * «,(*) «

Now we claim a , ( r , A)  £  S Indeed if x £  A - supp 0j a,(t,x) = x €E A

If X E А П supp 0,, then
/в,(*) s  А0(Ду,Д - t0) 

' tiv, + нДх)! Uv, + M,(x)l ê h0, and according to (15)

V, + м,(х)
п * )  - (Ч Х) ~ — е  ч>, ( г / п 5 )

Hence «i(r,x) E U Г) S Q  S

Because u ( [0,/] * M- *  M  is a deformation, according to Theorem 1.4 (/) we obtain 

that catA/ a , (/,Л) a cat^d) £ J, and because a,(/,d) £  S, it follows that a x(t,A) E  A;

For an arbitrary point x E  f/,, let a,(.v) ■= a,(x,x), 0 s  i  s  /

Then a, is а C1 - path joining x to a x(t,x)

Hence p ( x ,a j ( / ,x ) )  £ | |а 1(х)||<й a  kBx(x) t  for every x E  Ux

If x E M  - Ub the last inequality is also true Therefore

p (x , a , ( / ,x ) )  £ к 0j(x )r, for each x E M  (18)
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Now we use the mean value theorem If x £  £/„ we have

- te ,(x )  1
Il V,+ « ,(* )! 4—-'-г-пг'т 11V1 + » ! < * > II v. + Mi(*>H+ « ,( r)  4 4

But II v, + h,(x) I) > («//(*,) ||4, implying 

/« , ( / ,* )  - f ( x )  ss - i . / 0 , ( x ) -  | № , ) | a <s
*T

s  - _L i0, (x) 6 e = -  jL Í0 (x)c , for each x E Ul 
4 1 2

If x  E  U] then 0,(x) = 0, u,(/,x) = x and the last inequality holds Therefore, we have

if a ,( / ,x )  £  U2 
u ,( / ,x ) , otherwise

We shall prove that a2 is well defined and continuous 

Let x  E  supp 0j and let be a path joining x  to a t(l,x)
k b 0 60

Then p (x ,A 7 -I/2) a ö0 and p (x ,a ,(f ,x ) s  AH,(x) --------  <; — , implying that
1 + k 2 2

а ,( / ,х )  E  U2

I f  и l e a v e s  U2, t h e n  / ( а )  a p ( x , M  - 1/2 ) a ô0 T h e r e f o r e  

р(х,иД<,х)) = inf I / ( ст) I о  joins x to аД 1 ,х ), a Q U2 }

Fuitheimere, if о  C U2, then

(19)

v2 f и2(а,(/,ж ))

Let u 2(/,x )

Combining these fact we obtain
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lli|)2(ct1(f>*)) -ii>2(*) 11^ *pO r,u ,(/,x )) s  k 2t

Hence

Ця|>2(а,(Г ,х)) -  103(х) V2 + H2<a i( / -X'))
Il Vj + ít2( a  ( /,x ))  I

-  яр2(х) 11̂ s

s 9 % (<*,(*>*)) ~ ^ 2( * )  11̂ +

& (k 2 + \ ) t

r - e 2(x) V3 + “ï(«J (*.*))
Il v2 + î/2( a ,( / ,x ) ||

V*l
£

It follows from (10) that
V- + t íJa.(t .x))

я|>2( а (( /,х ))  -  /0 2(х)  ---------,— _ —___ Е  я|>2(U2) showing that а 2 is well defined

Now we prove that u2(/,A) £  S  Indeed if  x E  A \ supp 02 then 

а 2(Г,х) » а Д /.х )  G S

If x E  A Pt supp 02 then

я^С аД г.х» -  hu(v2 + w2(<x,(f,x))) E  я|я3( U2 П S)  and

Il V2 + A * ) )  Il
A0< Il v2 H - v0)

Ilv2 + w2(a , ( / ,x j)  |j
a h0, therefore

v2 + M2(a,(f,Jc)) 
V, + »2( u 1(/,x )) ||

) e  y 2iu 2 n  S )

According to Theorem 1 4 (J) we obtain that 

catAXa2(f,/J)) catAX^) so аг(/.А) E  Л,

Proceeding like for a , we obtain the following inequalities 

p (x ,a 2(/,x ))  a /t(0 ,(x ) + 07(x )) i  

f a 2(/,x ) - / a , ( / , x )  a - ^ e f 0 2(x)

So by (19)

f a 2(t,x)  - / ( x )  a -  2 e / ( 0 , ( x )  + 02(x))

(20)

(21)

(22 )
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Proceeding as above, we define

а^-Д/.л:), otherwise

V + и ( a  ,(t,x))
V + M ( a  .(/,x ))m in'* /я- l v * / /

) ,  i f  amJt , x) (EUm

and show that

p ( x , a j t x )  A(0,(x) + +Qm( x ) ) n k l (23)

f a n( t , x ) - f ( x )  á - 2 e / ( 0 , ( * )  + + 0M(*)) (24)

f t . A )  e  Aj

Let В ° am(t, A) By (23), dist (A.B) & к t

Since л(В) a c and ja j t , x) s  fix), 

sup/ а Д / ,* )  -= sup f a m(t,x)
x E A  xGSj

Recall that A < .2. and 0,(x) + + 8m(*) =■ 1 on S 

Using these facts we obtain

-2-Bt  < - t k t  < e dist (A,В) <  л (й )  -  я  (A)  =  sup f a m( t , x )  -
2 *es,

3
- s u p /( jr )  s  sup ( / a M(/,.v) - / ( * ) )  s  - - e / ,

xes, xes 2

a contradiction

3. Applications to the Geodesic frohem  Let M  be a finite dimensional Riemanntan 

manifold By L,2(/,M ) we mean the Hilbert Riemannian manifold of absolutely continuous 

map from / = [0.1] to M, with square mtegrable derivative

R S Palais proved m [5] that if M  is a Ck+4 Riemannian manifold, then /,,2 ( I ,M)  is 

a Ck manifold, and the energy integral К ( T,M ) -» R defined by

B(a)  ■= 1 I a( t )  fcJt,
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is also of class Ck

If a  E  Т,2(/, M ) , then the tangent space TaL^{I,M)  consists of all absolutely 

continuous vector fields X  along a  with square mtegrable covanant derivatives У iyX  

The Riemannian structure of Lÿ(I ,M)  is given by 

<X,Y>a -  J[1( < J f ( / ) ,F ( í )> a(0+ <VtJX( t ) , VaY(i)>a0))di

where T , f  6  Ta Z,2 (/,AZ)

If M  is a complete Riemannian manifold, then Z,2(/,M ) is also a complete 

Riemannian manifold

In what follows, suppose that M  is a C\  complete, Riemannian manifold Let 

P M*M  be the function defined by

E (ö)=(a(0),a(l))

If then we denote by AfiM) ™P~l(N), the space of paths in M  which start and

end in N

T Wang in [10] proved the following theorems'

THEOREM 3 1 Let N be a localy convex, closed subset o f M * M  Then the following 

assertions are equimlent

1 a G ЛдfM) is a critical point for E relative to AlV(M)

2 a  is a geodesic with endpoints in N, orthogonal.

THEOREM 3 2 Isst N be a closed subset oj M  x M, such that 

PfN)  e. M or P2(N) e  M  is compact Then E satisfies the PS condition relative to AK{M)

E Fadell and S Husseini proved the following results

LEMMA 3 3 Suppose X  is a space such that for some field F the cuplong oj X  ovei 

F using singular cohomology is nk. Then X  has a compact subset oj category >k.

88



LJUSTERNIK-SCHNIRELMAN THEORY

LEMMA 3 4 Let M  be a finite dimensional A NR, which is noI contractible Let M0 

and M,,subsets o f M, which are contractible in M Then cat ANnN{M) = +°° and contains 

compact subsets o f arbitrat y  high category

Usind the Theorem 2 4 and these lemmas, we can immediately get the following

iesults

THEOREM 3 5 Let M  be a C5, complete, finite dimensional, Riemanntan manifold, 

N a closed, locally convex subset ofKL x M, such that PfN)  c M or P2(N) l M  is compact 

Then there are at least cuplong (AJM))  + 1 geodesics with endpoints in N, orthogonal to 

L\(N) and PfN)

THEOREM 2 6 Let M  be a CP, complete, finite dimensional, Riemamian manifold, 

which is not contractible, M0, M, locally convex subsets o f A4 which aie contractible in M, 

and M0 or M, is compact Then there are infinitely акту geodesics which start in M0 and end 

in M„ orthogonal to M0 and M,

R E F E R E N C E S
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REZUMAI. - Formule de tu ba tură omogene. în lucrare sunt construite câteva formule 
practice de cubatură, msistándu-se asupra formulelor de cubatură omogene

Let Ü be a domain in R2,/, f  D R an intégrable function on D and h j, , k^/some 

given information of/  Next, one suppose that X/are punctual values of j  or of certain of its 

derivatives

One considers the following problem using the informations kJ, , Хд/ determined 

a cubature formula
N

/ ' V  ~ [ \ j { x , y ) d x d y  “ +

1 e find the coefficients Ak, к = 1, , N and the corresponding remainder tetm /(„(/)

The most results are been obtained when D is a regular domain in Ж2 (rectangulai, 

simplex, etc ) and the information (data) are regularly spaced

An efficient way to construct cubature formulas is based on the extension of the 

results which are known in the univariate case (for quadrature rules)

At this class of cubature procedure belong the tensonal product and the boolean-sum

rules

"finheyfíolvai" Umveisitv, hue ultv of Mathematics and Computet Science. 3400 Clttj-Napoca, Romania
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The purpose of this paper is to construct some practical cubature formulas with a 

special emphasis on homogeneous such formulas

1. Let D C R2 be a rectangle (D = [a,b] x [c,d]), Ax. а й i0 s r, s s *, s h  

partition of the interval [a,b] and Ду, c £ y0 ss y x & s  yn s  d  a partition of [c,d\

If K]/ and Ц /  are given informations on /  with regard to x respectively y, one 

considers the quadrature formulas

V /  ° m ( Q ' f ) ( - , y ) + W / H ' . y )  ,

and

i f  = -  (& '/)(* >  •) + (Л .7 К * , •) , •

where the quadrature rules Q ‘ and Q* are given by

(Ô .V H -.T )
/•o

respectively

( 6 / / ) < * , 0 - £  W / ) ( * .  •),
/-0

with R ‘ and Л / the corresponding remainder operators, l e Rx » I “ -  Qx , R y -  I y -  Qxy . 

It is easy to chech the following decomposition of the double integral operator Fy 

I xy -  QÏQ?  + (Л ,7 ' + / ДЛ,У- Rx R y) (I)

and

/" - (0,7' +i*Qxy -  q :  Q\ ) + К  I f  (2)

The identities (1) and (2) generate so called product cubature formula

i iyf  - q :  Q y f  + ( *,7'+ / ■* R ( - K  K  )/ (3)

respectively the boolean-sum cubature formula

}‘yf  ” ( 0 ,7 '  + 0,7* -  Q \Q y) /  + W  f  (4)
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Example 1 Let X.; and Ц  be the Lagrange’s functionals (X*/=/(x,>')) Ц/=/ (х , у})) 

and QÍ  respectively Q* the corresponding trapezoidal rules

(ß,V ) ( * . ‘) “ ± î [ / ( * , c )  + f ( x , d ) ]

The formulas (3) and (4), in some supplementary differentiability conditions on /

become

J /  j ‘A x ,y)dcdy  -  (b ~aM : C.l  [f (a,c)  +f(a,d) +f ( b , c )  + / ( M ) ]  +R„ ( / )  (5)

with

R'(f)  = 12 J* 12 J°

respectively
•4/*^.................. 5 - a  f L  ,, ч 4, , d - c  гьj a j  f i x ^ d x c f y  2 

_ (Z>-a)(</-c)

-Je [ / ( a .T ) +/(* .T )]i(v  + - ^ J a i / ( * . c ) +/ ( M ) J Ä '

f / ( a ,c )  +f(a,d)  + /(b ,c )  +/(*.<01 + W >
(6)

with

Л ( / )  “ { b - a f { d - c f
144

where Èj, | 2 S  [a,i] and r), r),, t]2 e  [c,d\

This way, there are obtained the trapezoidal product cubature formula (5) and the 

trapezoidal boolean-ьит cubature (6)

L et/?, and </, be the approximation order of Q ‘ respectively Q f  i e the sup norm 

of R ‘f \ s (){ |Лх|л ) and the sup norm of R ( f  is О ( |A_y|'''), where |Ax| and |Ди| are the 

norms of the partition Ax respectively Ay Next, one supposes that |A| = |Ax| = |Ay| (or 

|A| = max { |Д х|,|А у|»

From (3) and (4) it follows that the approximation ordei of the product formula is min
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{px,qx} while the approximation order of the boolean-sum formula is p x + qx

Hence, the boolean-sum cubature rules has the remarkable property regarding its 

highest approximation order

Otherwise, the boolean-sum formula contains the simple integrals //respectively Pf  

But, this simple integrals can be approximated, in a second level of approximation, using new 

quadrature proceduies

From (4), one obtains

/ " /  -  iQSQS + ß / ß , '  -  ß / ß , '  )J - ( ß / л /  + Q W  * W  ) /  (7)

where Qf  and Q/  are the quadrature rules used in the second level of approximation

The quadrature rules Q ’ and Qf  can be chosen in many ways First of all, it depends 

on the given information on the function /

A natural way to choose them is such that the appi oximation order of the initial 

boolean-sum formula to be preserved It is obvious that its approximation order cannot be 

increased

DEFINITION 1 A cubature formula of the form (7) derived from the boolean-sum 

formula (4) which preseives its approximation oidei is called a consistent cubature formula.

Remark 1 The cubature formula (7) is consistent if the orders p2 and q2 of the 

quadrature procedures Q2 respectively Q J , used in the second level of appioximation, 

satisfy the Inequalities p2 a p, + qx - 1, q2 ь p x + qx - 1

As the approximation order of the boolean-sum cubature cannot be increased, it is 

preferable to choose the quadiature procedures Q ‘ and Q f such that each of the remainder 

term of (7) to have the same order of approximation

DEFINITION 2 A cubature formula, of the form (7), of which each term of the
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remainder has the same order of approximation is called a homogeneous cubature formula.

Hence, (7) is a homogeneous cubature formula iff />2 = 4i = P\ + Я\ - 1 

A homogeneous cubature formula can be derived from the trapezoidal boolean-sum 

cubature (6) for the standard domain Dh = [0,Л] x [0,Л]

THEOREM 1 Iff* ’0), f ° ,4\  f xl) E  C(Dh) then we have the homogeneous formula 

j  j f ( x , y ) d x d y ^  f / ( 0 ,0) + /(Л ,0 )  + /(0 ,Л )  +f(h ,h)  ] +

[ ( / ' • 0) + / <0'1)) ( 0 ,0 ) + (J (1‘0) - f lo n )(0,h)  + (8)
24
( / (o.i, - / <l'°)) (A,0) - (/<'■<» +/i°-‘>)(A,A)]*R( f )

with

Ч Л
h 6
144

Proof For D = Д ,  formula (6) becomes

j j / ( x , y ) d x d y  -  -if jŢ [/(0 ,.y ) +/ ( * )j ) ] í ^  + ^ | ' '[ / ( í : ,0 ) + / ( j r ,A ) ] t* r -

- ^  [ / ( 0 ,0 )  + / ( A ,0 )  + /(0 ,Л )  + Д М 0 3  + л  ( / )

where

R f f )  =

In order to obtain a homogeneous formula, we can use in the second level, the 

following quadrature formula

J > ) *  =  j  ls(°)+ g(h)]+^{g'(0)-g'(h)]+R(g)

where

R ( g ) - ^ g w (4)

and (8) follows

Reniai к 2 From the trapezoidal boolean-sum formula (6), it is also obtained a
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homogeneous cubature if, in the second level of approximation, we use the Simpson’s 

quadrature

Remark 3 Foimula (8) contains the same nodes as the initial one (6), while in the 

trapezoidal-Simpson formula appear new nodes

THEOREM 2 Lei f  be a mtegrable function en D С Ш2 Then ft  от any boolean-sum 

cubature (4) can be derived, in a second level o f  approximation, a homogeneous cubature 

formula.

Proof If in (4), p 1 is the order of approximation of Q ‘ and qx is the order of 

approximation of Qx then both quadrature rules Qx and Q f used in the second level must 

have the same order of approximation p2-  <jr2 “  p, t- qx - 1

But, it is know that, for any p E  N, theie exists a quadrature rule of order p 

Remark 4 If r is the degree of exactness of a quadrature procedure Q then the 

approximation order of Q is r+2 [4]

2. The product and boolean-sum cubature formulas can be obtained applying the 

integral operator Ly to both members of the product respectively boolean-sum interpolation

One obtains the following trapezoidal-Simpson formula

(9)

where
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formulas correponding to the function /  and to the data L]f,  I ° 0 , 1, ,m and

Ц / ,  J -  0 , 1, ,n

Such a practical homogeneous cubature ia obtained, for example, using the 

homogeneous spline interpolation formula generated by linear and cubic spline operators, i e

/  = * s s s , ’ - ) /+ ( « '  * w  * r : r :  ) /  . (io>

where 5, and S3 are linear respectively cubic spline interpolation operators with Ä, and R3 the 

corresponding remainder operators 

Taking into account that

(Stg ) 0 )  -  J2  V iO s O ,)  (U )
Ml

with

(Rtg)(<) -  (z)dz

and

(З3я ) ( 0 " £ > , ’( 0 8( 0  02 )
r-1

with

( f i , g ) ( 0  “ J V o > z) / '  (z)dz

where s ' and s,3 are the corresponding linear respectively cubic cardinal splines, and q>, 

respectively qx, are the corresponding Peano’s kernels, we have

THEOREM 3 Let be D °  [a,b] x [c,d\y Ax í i s r , <  , <xmá b  and Ay с й yt < <

У„ s  d  e C(0) then

bVf (x , y )dxdy  » £ £  ( 4 ‘Д/ + А?в} -  A ' В j  ) / ( x lty )  + Rmn( f )  (13)
Jc /-i j-i

A ‘ “ с/х, Й,1 -  j JS' j(y)dy

A‘ ” JuV O ‘) ^ ,  Bj =■

where
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and

I* „(/)! * (C2QM10f +  c 01M02f + c u Mu f )  |Д|4
b d b d

with A = |Дх| = I Ay I and C20 ■= J |A 3(ä)| ds, C02 = J |£ 3(/)| dt, Cn = J| | < * ||^ ,(0 | dl,
a с a c

where Kfs)  = ^ . s)... -  A?— — and so on.
6 M 2

Proof The cubature formua (13) follows from (10), taking mto account (11) - (12) 

Remark 5 For the standard domain Dh = [0,h] x [0,A] with x0 = y0 = 0, x1 = y t = A/2 

and x2 = у2 = h, one obtains

A2I  I  f ( x , y ) dxdy  -  ! L  { / (0 ,0 )  + /(0 ,A )  + /(A ,0 )  + /(A ,A )

+ 4 /
( h \
° %V z /

+ / | | , ° ) + , ( a, M +/ ( | , a + 12/ /  A A
I T T Л , с / )

with

K ,( / ) | 32
! 19 19_ _ А/ /+  Z1.M f + M f  

24 2оУ 24 02
where |Д| = A/2

Remark 6 Taking into account that a quadrature formula-obtained from the natural 

spline interpolation formula is optimal in sense o f Sard [6], the cubature formula (13) has an 

optimal character

Such homogeneous cubature formula can be also obtained for a triangular domain Let 

us consider the standard triangle

Tk = {(x,y)  E K  I r  ä 0 ,^ 2  0 , r  + y  s  ft)

For example, if/ Е  A,,(0,0) then the product P of the Lagrange’s operators Lu L2, L3 

defined by

( L J ) ( x , y )  = f ( 0 , y )  + - J í - f ( h - y , y )
h -у  h - y

( A / H a t ) = \ X - f i x , 0) + - L - f ( x , h - x )  
h - x  h - x
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( L J ) ( x ,y) ° - ^ —f ( x+y,  0) + ———/ ( 0, x +.У), 
дc+y x+y

generates the interpolation formula

f ( x , y )  » ! L ^ 2 . f ( 0 , 0 )  + 4 / ( A , 0) + 4 / ( 0 , A) + ( R / ) ( x , y )  (14)
A h h

with

(Rf) (x,y)  - + |*ФМ ( х ,У ,0 / ' °м (0,*)Ж +

+ jyV,, ( я . т . м ) / '10 (■*>')<&<*

where ф20, ф02 and фи are the corresponding Peano’s kernels

THEOREM 4 I f  / £  ß u (0 ,0 ) , / (2 0> (-,0), / ^ ( O ,  *) £  C [0,A ] anrf

/ (, ,J£  C(Th) then

j j f ( x , y ) d x d y  -  ^ - [ / ( 0 , 0 )  + / ( A ,0) +/(0,A)J + « ( / )

with

R(J) “ - ~ [/ <,-e,(§.o) + /<e-,,(o,r1) -/<M,(M)]>
wftere I.Tj £  [0 ,A ], (^ .r j ,)  £  Th

The proof follows from (14) integrating both hands of this formula 

Using the homogeneous interpolation formula [6]

J  = G J {  0,0) + G10/ (A ,0 )  + G „ /(0 ,A ) + G ; / < 10>(0 ,0) +

+ G “ / <1-1, (A> 0) + Gor / ° 0>( 0,A) + G i ' / ^ ’ iO.O) +

+ G “ / <0-"(1 .0 ) + G " ( 0 ,A) + Jtf,

where

GM(JC^) = 

GM(*,.v) = 

G .ÏW ) = 
ОГ (*>>) =

(A-* -y)  (A2 + Аде +hy-2x1 - 2y2 )
A3

.у [(А-х-д/) (2y-A) +(A-Jc)(A+2jr)] — .

G,a(x,y)  °

, GM"W)
x 2( x - h ) r io

—...................... -  у w n t
AJ

Т(А -т)(А -лг-у)
(* ,j0

xy(h-x)

g :  (x,y) x ‘y
~hT

x 2(3h-2x)
A3

B x ( h - x ) { h - x - y )  
A2
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G0“‘ (x , y ) ° y ' ( h - x - y ) ( . 2 y - h )  + xy(h-x)

and

(Rf)(.x,y)  = ^ 4>x ( x , y , s ) f iiM(s,0)ds + | Аф n ( x , y , s ) f i2-l)(s,0)ds +

+ | Лфо3(x >y’s ) f {0i>( ° ’Odt + ^ j y iJ( x , y , s , t ) f ° -2)(s,Odsdt  

with tp,; the corresponding Peano’s kernels, cne obtains a new homogeneous cubature formula 

THEOREM 5 I f / E  Bu (0 ,0) , (• ,0) ,/»■ '»(• ,0 ) , /'•■»> ( 0, •) e  C [0,A]

and / °  2) E C(Th) then we have

j j f  (x,y)dxdy  -  ^ [ 22/ ( 0,0) + 18ДЛ .0) + 2 0 /(0 ,A) + 3A/<‘ «> (0 ,0 ) -  

- 4 / / / ( ‘я (/1,0) + ЗА/<10>(0,Л) + ЗЛ/<01) (0 ,0) +

+ 2A /(01) (Л.0) -  5А /‘в-‘>(0,Л)] •• R ( / )

where

|Ä(/)I Í  [ c J / ^ - . o ) !  + c J /^ > ( - ,0 ) i j  + c3| / ‘e-«(0,-)S + c J / ° ' j)| ] a5

with

C, = - l ( l S  - 7 ^ 2 )

1 УоПбC.
100

C, = _ 1 — ( 58 -2 5

Г
720

1
12Ö

i/Г)

and (I •(! is the uniform norm.
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REZUMAT. - O ichcmS aproape exptkitä pentru o clasă dc ecu ulii de cvoîujie neíinlare.
Lucrarea prezintă o schemă numerică bazată pe tehnica corecţiei în spaţiul dominant pentru 
problemele Gauchy provenind din discretizorea spaţială spectrală a problemelor la limită pentru 
ecuaţii de evolupe neliniare Se obţine o Îmbunătăţire a condiţiei dc stabilitate impuse pasului 
de timp de metoda explicită de bază lără o creştere esenţială a volumului de calcul

Let us consider an equation of the type

with appropriate initial and boundary value conditions Here we denoted by £ a (nonlinear) 

differential operator in space, like

with the given function /  and the unknown и assumed to be sufficiently smooth for what 

follows

When we discretize (1) in space by a spectral method, like Chebyshev collocation 

method, we define

. a) N, the cut-off frequency

b) {x(, p=0,ÏV} the set of Gauss-Lobatto collocation points x, = cos(m/N), i=U~N

U' = Lu  + /  on Q x [О ,Г ], Q C R ( 1)

L u  =  ~  u  ‘ Ux + V U xx  * e ( “ l . l ) (2)

’ "Babei-Bolyai" Univeisity, Faculty of Mathematics and Computer Science, 3400 Cluj-Napoca, Romania
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c) {ui , i = 0,N}  tlie set of the N+l sampled values of u(x) u, = u(x,), i = О, Л/

d) D, the (Ari-1) * (//+1) matrix giving the set {м /, i = 0 , N } of the vV+l sampled 

values of the (x) (where uN is the Lagrange polynomial approximation of m(x)) from the 

set {m() i  = Ü, iV}

u(x0, t )  = u(xN, t )  •= 0 / = \ , N - \

Ifwedenote v((t) = u(xt , t ) ,  gt(i) = f { x t , t ) ,  t = 1, JV -1 , the problem (3) will 

be wntten m compact matrix form as follows

It is well known that the spectral radius of the differentiation matrix is 0(N2) [2] and 

that only some of the numerical eigenmodes conespond to some approximations of the 

analytical ones, the other numerical eigenmodes being of pure numerical origin, generated by 

the discretization procedure itself and by round-off effects Hence, ,the resulting ordinary 

differential system (4) will be stiff for moderate and large vaues of N, even for linear partial 

differential equations

N

The discretized collocation formulation of (1), (2) leads

(3)

V( ' v i j V - V Q  A, V + g в f ( t , v) (4)

where the (N-1) * (A4) matrices A, and A2 are

(5)

and we have (cf [1])

(A,) *= -  --- -- / F-у, z.y = T77FT
-  X,

(6)
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Taking into account the fact that the stiffness character as well as an explicit approach 

lead to severe restriction for the time step, the implicit methods seam to be the most fitted 

to such problems These implicit techniques allow us to determin the unknown v at the level 

"u+l" by using an algebraic system of the type

v = у + 6 ß F ( / ,  v) (7)

where у is the known term built on the previous "n" level, 6 is the time step while ß is a real 

constant connected with the choosen method This system must be solved at each step, not 

by simple iteration (which fails to converge unless the time step is again severely restricted) 

but by expensive Newton iteration

In a preliminary paper [3], in the linear case, we proposed to improve the mentioned 

implicit procedure by considering an almost ftilly explicit scheme based on the correction 

technique in the dominant space [4] Precisely, a pure implicit scheme is considered only for 

the dominant directions, while the rest of the system is explicitely solved in the nonlinear 

case, this technique requires the explicit computation of the dominant eigensystem for each 

time level "n" This can be efficiently performed by an iterative method and homotopies 

methods [5] will be used to get suitable initial approximations for the dominant spectrum 

Let us consider now the nonlinear problem

v ' = /( ! ',  v), v ( 0) -  v0 v 6  R N' \  t > 0 (8)

The coirection in the dominant space technique consists of

a) using a conventional explicit rational method (the basic method) to advance the 

solution from t„ = ta + nb to tnll -  tn + Ö

v “*‘ = Ä v w (9)

where Vм is an approximation of the exact solution v(/„) For example, let us consider the
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Adams-Bashforth method , x

Р(лМ) = v (n> + 2 . 0/ ( / n, v <n)) - ^ / ( / n. 1, v (n-1)) (10)

b) computing the dominant eigensistem of the Jacobian

J -  Ы- it

Note that if X ^ ,, , X^'i are the eigenvalues of Jn&l, we suppose that there exists 

a constant integer s, 1 s  s & N-l such that X‘, , , , X£„, are distinct, real and negative and 

min >>  max |х ^ , |  (11)
\&ыв s+\4iüiï-i

Let i » 1,W-1 be the r ight  (column) eigenvectors  o f

J M add y j . it / ” \ , N - \  the left (row) eigenvectors of Jnil, corresponding to the 

eigenvalues Xj, , , , X̂ ~,1, normalized according to the following rules

0 <У^ 1 , > ° l ,  i ° TŢ7FT

и) fz„*i§ “ 1 . I -  1, Л-Т (12)

iii) the first nonvanishing component of z is positive

iv) 'z ‘n denotes the Mh component of г„'г1 and is a component of witli

maximum modulus, then

sgn{ l("tl)z„'t] } -  sgn{ ,(n)z„' } l = \ , N - i , n = 0,1,

Of course, we supposed that z ‘ , / -  1 , N - 1 and y j , i = l , iV - l  are bases on RWA for 

each ti

The dominant eigensystem is {К, ,2» >Уn] I =■ TTs and the dominant space is the 

space spanned by j z j , / » 1 ,.s j

c) applying a correction m the dominant space

/?•!
(13)

where / -  TTs are the scalar correction factors and f„',, are approximations of
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zj, 1 i = T7S , normalized too by the rules (12) Let us suppose that
N - l  / / - 1

C i  = E  au C i , C i  ° E  \  У*' *
7 -1  7 -1

(14)

where u„ = 1 + o(e), т„ = 1 + o(e) for / =* TTs and oy = o(e) xy = o(e) for 

/ = TT? , J = 1, jV -  Ï , j  * / and в > 0

The best correction factors ^ +1, p  ° 1,5 are

%p , = -  < ç >Ъп * 1 J n  + V ' >  +

where ij^u (/) » < _pn *,, v(() >,  the component of the exact solution v on C*i The 

functions (/) satisfies the Cauchy problems

^ * i (0  " < C i > f ( t , H O )  >

Y n. i ( U - < C i , H O >

A neighbonng Cauchy problem, whose solution knptX(t) is an approximation to tjiJJ., ( /)  is

Ch(0 = < C l  ,j{ /, Vw + (*', (0 - < C l , V(n) > ) C l ) > (15)

C . ( 0  -  < C i , v (n) >

If we assume that v(n> = v(fn) ,  then one can show that

C i  ( C i )  -  4>Z*i(Ci) ° ° ( й3)

If we solve the problem (15) by the Crank-Nicolson method and if w e’shorten the 

notation by writing

H t ,*) -  < ; / . i . / ( < , vw + ( ï - < jî/ , 1, » » > ) î „j:1) >  ( i6) .

we have the following nonlinear equations for kftl в k ptl ( / )

ф (*£.) « C l - < y ’x, V™ > - ^ lF{Ci >Ci )+f i { ‘„ , < C ! . v<n) > )] -  0 (17) 

Finally, this system is solved by the following Newton iteration

к>i*l
ГР'""A/i +1 KPUли*1 (18)
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foi J = 0,1, where k£[ = к 1’" ( / ^  )

It is straightforward to show that the convergence of (18) is essentially dependent on 

the rate of change of the eigensystem and not on the stiffness Note that in order to evaluate 

all a correction factors, s Cauchy problems of the form (15) must be solved, but these s 

problems are uncoupled and the iterations (17) can be performed separately on each of the 

s unknowns kfti , p= 1 , s  This is an important feature because of the possibility of 

efficient implementation in parallel computer architecture The implicitness of Crank-Nicolson 

method does not involve us in any matrix inversion, only some matrix by vector products are 

performed at each time step

Once convergence of (18) has been achieved, the correction factors are given by

In older to establish the stability of this scheme, let us consider the linear problem

(19)

(20)

In this case the iteration convciges in one step and (18) becomes

(21)

S + 1 Д1-  J
If b “k  n + j  , , b \  + j  e  % (the region of absolut stabohty of the basic method), we have

(22 )
k f  = < y f ,  v (n> > + Mn o (e )  where Mn = | v(n) 1 , р ,г= 1

and

* / . i -  < T / . v (n) >
M , ( l + 0X i „ ) o ( e )

It follows that
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< y ^ , v ^ >  = M <l0( e ) + C .  -  [ М ( | + 2М С / С 1] Ф )  +

+ < y / , v(n) > L,  where | I | < 1  If [ л ^ ,  + 2 M > JM / o (e )  s  

s  M  for n = 0,1, and p  = 0,1, ,.v, this scheme is dominantly stable i e the restriction that 

stability imposes on the time step will be essentially those that would arise if  the dominant 

eigenvalues were not present

As an example, let us consider the problem (l)-(2) (the Burgers equation) 

u t = о 1 UKX -  UUX + /  X  e  ( —1 , 1  )

u ( x , 0 ) - 0  ' (23)

í í ( - l , / ) « i ( ( l , / ) “ 0

where fix.i) = (1 - x2) cos / + 0 2 sin t - 2x sin21 + Ъ? sin2/, with the exact solution u(x,l) = 

( 1 -xJ) sin t

After discretization in space by Chebyhev collocation method we have the following 

Cauchy problem

v(= 0 1 AjV -  v o A ,v  + g(1) a F(t ,v)  (24) ‘

v(0) -  0

The eigenvalues о J  = Fv for the exact solution v, for N  = 8 and for some t aie

I 0 0 3 0 6 0 9 1 2 1 5

Li -21  43 7 -21 6 5 9 -2 2  04 0 -22  366 -2 2  583 -2 2  6 7 7

X. -2 0  160 -1 9  8 7 9 -1 9  339 -18  811 -1 8  4 1 9 -1 8  2 3 9

X, -3  4 9 7 ^ -3  0 2 6 -4  148± -3 8 5 2 ±  1 -3  7 8 0 i -3 7 6 7 ±

X, -4  0 53 -4  190 ±1 14 l i ± 2  2 2 3 i ± 2  9641 ± 3  2821
-2  21 9 -2  3 27 -2  6 8 5 -2 39 7 -2  2 2 0 ± -2  2 4 4 ±

К -0  98 7 -1 108 -1 411 -1 79 2 ± 0  6 3 0 i ± 0  8571
-0  247 -0  411 -0  8 2 9 -1 3 3 0 -1 59 7 - 1 6 6 1

In this case we have s ~ 2 and k‘„ , X2 are the dominant eigenvalues
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The computation of the dominant eigensystem for each n was performed in about three 

steps (e = 0 001) by a bi-iteration method /6/ started by the и-l computed eigensystem An 

indication of the rate of change of the dominant eigenvectors is given by the following 

numerical values (Tab 1)

Tab 1

t 02 03 04 05 06 0.7

0 5720 0 5302 , 0 4922 0.4580 0.4363 04139
-01281 -0 1159 -0 1058 -0 0976 -00922 -0 0876
0 0380 00363 00361 00371 0 0386 0 0408

z1 -0 0346 -00389 -00442 -00500 -00356 -0 0614
00654 0.0749 0 0846 00941 0.1026 01109

-0 2020 -02171 -02310 -0.2436 -0 2536 -0 2630
0 7802 0.8061 0 8263 0.8418 0.8496 0.8568

0 8428 0 9040 0 9389 0 9600 0.9702 0.9780
-0 1627 -0 1615 -0 1542 -01440 -01319 -0,1196
00116 0 0014 -0 0097 -0 0207 -0 0317 430419

z2 0 0188 0 0258 00323 0.0381 0 0439 0.0486
-00415 -0.0417 -00417 -0 0413 -00422 -00421
0 1276 0 1049 0 0868 00719 . 0.0635 0.0549

-0 4947 -0 3785 -0 2902 -0.2212 -01804 -01425

Tab 2

t Vo'V^xlO3 t V Vm»»X 10 3 t V L * 'V o»m1x  10 3

02 041 1 1 3 43 4.5 . -709
03 081 1 3 3 74 5.0 -6 97
04 1 19 1.5 4 29 5.7 -266
05 1 53 17 4 46 63 2 67
06 1 84 1 9 4.18 70 ' 494
07 2 19 25 1 63 73 6 23
0 8 2 56 30 -2 34 7.9 7 17
09 2 90 35 -3 92 80  , 703
10 3 20 40 -5 68 81 6 77

The correction in the dominant space technique has been used for s = 2, the time step
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b = 0 1, N  = 8, and the Adams-Bashforth method as basic method The errors for this 

example after ahout three Newton iterations are as follows (Tab 2)

The conventional Adams-Bashforth method was also used for Ö = 0 1 and the 

instability was observed at about t = 1

As a final remark, the correction in the dominant space technique is an almost explicit 

scheme that seams to be a real way to improve the temporal stability criteria associated with 

explicit schemes and it could be easily combined with the spectral methods and implemented 

on parallel computers
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Curgerea pe suprafaţa unei picâtun şi mişcarea de translaţie a acestuia, datorate unor gradienţi 
de tensiune superficială ce apar pe suprafaţa ei. sunt investigate teoretic pentru o picătură 
nedeformabilă, iniţial în repaus
Repartiţia surfactantului pe suprafaţa picăturii este dată prin legi particulare 
Din punct de vedere matematic se rezolvă sistemul Stokes-Oscen printr-o metodă de separare 
a variabilelor şi se face un studiu asimptotic al forţei (componentelor normală şl tangenţială) 
ce acţionează asupra picăturii

Abstract. The surface flow and the translational motion of a drop caused by interfacial 

tension gradients are theoretically investigated in the case of an undeformable drop, initially 

at rest (or at zero gravity) The inteifacial tension gradients are induced by injecting the drop 

with surfactant The spreading of the surfactant on the interface is described by a particular 

law A covering degree of the drop by the surfactant it is found out beginning with which the 

drop undei goes an upward translational motion

Introduction A viscous liquid drop immersed in an immiscible liquid undergoes 

complicated motions, when interfacial tension gradients anse on its surface The theoretical

"BabeyBoyai" University, Faculty of Mathematics and Computer Science, 3400 Cluj-Napoca, Romania 
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model reported here considers that

- the drop is underformale and initially at rest,

- an interfacial tension gradient is established by injecting a droplet of surfactant in 

a well-determined point on its surface,

- a real surface flow - Marangom fow - anses on the drop surface, with a distinct 

front, which advances contmously,

- from all possible motions, induced by the surface tension gradients (translation, 

rotation, oscillations, waves on its surface, deformation, fission, etc) we shall take into 

account only the translational motion of the drop,

- the translational velocity varies with the covering degree of the drop by the 

surfactant;

- no surfactant transfer, inside or outside the drop is considered

1. Governing equations. It will be considered an undeformable diop Q, (density p,) 

immersed into an immiscible liquid Q2 (density p2) If the two liquids, have the same density 

p = p, = p2, the drop is called free and is motionless The two liquids inside and outside the 

drop (see Fig 1) are Newtonian, incompressible and viscous having the viscosities p, and p2 

On the physical and chemical aspects of the problem see our previous works [2,8J

On the assumption of undeformability we note the following In the experiments

reported in our works [2, 8] the condition is fulfilled that surface tension at the interface

between drop and ambient liquid is strong enough to keep it approximately spherical against

any deforming effect of viscous forces This condition (see for example Batchelor [1]) reads — » |l' V ,
o a

and expresses that stress due to surface tension should be large, compared with the normal
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Fig 1

stiess due to motion

We must notice that this condition don’t contradict the assertion from [2], "the drop 

behaves like a rigid spheie for small mterfacial tension giadient and large viscosity of the 

drop" First of all the smallness of the term i—Í is given essentially by pa from ( /(14« a,). 

Moreovei, we know only by a qualitative point of view that for large interfacial tension 

gradients and 1 educed viscosity of the drop, it becomes sxrongly deformed and phenomena of 

oscillation or possibly fission may anse
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Due to the viscous interface the more viscous fluid from the drop drives the less 

viscous ambient fluid In [4], the authors state this fact in a suggestive way "high viscosity 

liquids are the victims of the laziness of the high viscosity liquids because they are easy to 

pust around"

Because the drop is initially at rest, we don’t possess a, characteristic velocity U, so 

we can take that U = gj/ap; which permits to consider the Reynolds number Re2 = 1 in the
л

system of equations describing the flow of the ambient fluid (exterior flow) We shall call this
1 C

velocity "viscous" velocity Taking that into account as a characteristic one for the flow inside
, - 1

the drop, we’ll obtain

- Ä r . - J l i
h,

With the two values of viscosity taken from [8], the Reynolds number corresponding to the 

drop phase ranges between 1/80 and 1/40

This observations suggested us to couple Oseen’s and Stokes’ equations, the first one 

for the ambient liquid and the second for the drop liquid Taking Cartesian axes fixed relative 

to the drop and (/ , 0, ip) spherical polar cooidmates, with origin at the centre of the drop, we 

denote by O, the interior of the sphere of radius a centered at origin, and by Q2 the 

complementary space of Q, in R3 (see Fig 1) The dimensions of Q2 are extremely large 

compared with the radius a of Q,

Using subscripts 1 and 2 related to quantities associated with the drop phase and

ambient fluid (liquid) respectively, we denote , by g, - (</r (a, .v,), i -  1,2 the
' ’ < •

1 ^ ,1  ' s '  ‘ ,
components of velocity, by pH), pn the tangential and normal components at stress tensoi 

iespectively, and by a  the interfacial tension; a -  a(0)

The equations governing the flow considered quasisteady (even steady in Q,) and

I STAN, С [ GHEORGHIU, Z KÁSA
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axisymmetnc are

' ’ - V/», ■ m q; ' ' • ' (1)

uHOl - --Lvft + Ü lv ’g, in Oj ' , (2)
dZ p  p

' Vq‘~0 in QjUQ,' (1 - 1,2) •' (3>

The following boundary conditions are considered 1

|g2|-*0 , . г - ®  - • (4)
r “

1 |^,| is bounded, r = 0 ' '■ , (5)

' ' 4, ” 4, r - à 1 ' (6)

( Р Л  - >-Д , (7)

( p „ ) ,  -  ( р ггЪ + 1 1  r - e  , ( 8 )

Since the liquid is at rest at infinity we must take condition (4) and because inside the 

velocity must be bounded’ - condition (5) The condition (6) expresses the mutual 

impenetrability of the interface (r “  a) as well aş the continuity of .tangential velocity to the 

surface of the drop This last condition follows from assumption that two immiscible liquids 

can not slip over each other because of viscosity

hi addiuon to these kinematic conditions there are two boundary dynamic conditions

(7) and (8) The first one represents the continuity of tangential stress on crossing the surface 

of drop at any point We added there the term — to express the Marangoni spreading of
Í ' \ ' ‘ 1

the surfactant Indeed, if we consider that the surface tension of the drop is cr0 and if m the 

intersection point of the positive Oz axis (Fig l) with the drop, the inteifacial tension is 

lowered to cqfrr, <- u(1) by injecting a email quantity of a surfactant, an interfacial tension 

diffeience <i0-a, appears This interfacml tension difference produces the spreading of the 

sui factanl on the surface We shall note by B^the angle characterising the position of the front
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of the invaded region In this region (Xösfy and the surface tension vanes at a ,so (0 )sao

The second dynamic condition (S) underlines that at the interface between immiscible 

viscous fluids in motion, the difference between the normal stress at any point of interface 

on the convex side and that on the concave side is the quantity which equals the stress due 

to the surface 2ala, the normal being drawn from the concave to the convex side (the outward 

normal, Fig 1)

As for the pressure we have the following conditions 0, r  -* »  and p, - я,

is finite everywhere within the drop it, and jc2 are respectively hydrostatic pressures within 

the drop and in ambient fluid When the drop is suspended at re3t in an immiscible liquid (p,

= Jtj, p2 = Jt2) they satisfy the well known Laplace’s equation

2o»
Л'~*2

After the start of flow and /a repiesent from the physical point of view 

perturbations fiom я, respectively я2 and they are harmonic functions in fl, respectively ß 2 

Following [7], for example, we introduce stream ftmctions Ф, and Ф2 in order to 

satisfy the equations of continuity (3) by

1 34'n , = u, - - _______ _  , ( “ 1,2
r 1 smö <30

1 0T , ; » 1,2
7sm 0 dr

The system (l)-(8) will now be written in dimensionless form We introduce as a 

length scale the radius a, as a velocity scale the characteristic velocity U = p,/ap and as 

interfacial tension scale the value a0 With these we have the following dimensionless 

quantities

-  r -  Ul -r -  _ ,  U “ _1, Va ‘ U ’ U
, » ” 1, 2,  p p  -  a  ‘ a ” __

P U7  '
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Also we have for dimensionless stream functions
ijj ©

Ф, = __L , ( ~ 1,2
Ua2

hi dimensionless form and using Ф, variables, the equations (l}-(3) become (where the

superscript is dropped)

E 44ll -  0 in ß, (9)

inß,  (10)dz I
where

/. vő „ д‘(•) + suie д ( 1 ő(-)
~ д г г  Г г "aS (UnïïTfT

Now let us consider in tum boundary conditions (4)-(8) To ensure the asymptotic

condition (4) we take

while (6) gives

Ф, -  o(r2) r  —* 00

d V , d ' y , r » 11 во *
~ w ae ’

) аф, a'i'j
r -  1

~ J T " I F ’

(П)

( 12)

(13)

The condition (11 ) shows the fiee streaming relative to the centre of mass of the drop 

It should be noted that the assumption that diop lemains spherical in shape as it 

translates means that

may be ieplaced by

h , =  h , »  0 ,  r “  I

4», = Ч>5 -  о, r -  1

The dynamic condition (7) may be rewritten succesively

tv
f ) r \ 4 г Л 0  dr I r

Mj д"г ^ 1 do------ct- +------•— / ” Пr dB a (ÎQ

(14)

(15)
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or, by virtute of (14), in dimensionless form, reduces to

1 a
Re, ~dr

/ \ 
1 d V d= r

^ эч<2'
r 1 dr V / dr r 3 ùr \ /

l-o. la.
*Ca ■ 0 suffi, r « 1

1 -COS 8
(16)

Here stands for the angle under which the front of surfactant convers the drop, 0 

< 0|S  я, 0 s  Й £ 0yj the function a (0) is defined by

a(0)
1 -C O S0

( l - c o s 8 ) + a , ,  « ( 0) ^ 0 , ,  о ( в 7)  »  a 0 ,

so da/DQ -  sinö ■ (o0 — Oj) / ( 1 -cosGp, and the dimensionless number Ca is a measure for the

íelative importance of capillary forces to viscous forces Co - aa/U\i, To unify the notations

we have to observe that for proposed "viscous" velocity Ca = 1/ÜA2, Oh = щ l\joaap , being

the Olinesorge number [3] and more Ca -  l/We, where We is the Weber number [9]

To be scrupulous, we mention that, as is well known, the surface tension a  usually

depends on the scalar fields in the system (e g the electrical field, the temperature field) as

well as on the concentration of foreign materials on the surface [6] In the present paper we

focus on the variation due to the foreign material given by o(0), in fact о  depending not only

on Ö but on 0̂  a0 and a , i

The normal stress condition (8) gives 

du. dll, 2a

which by (14) m dimensionless form, reads

ДЧ\
. + 2 Сa ■ a , r  » 1

1 Äel/,Jsin0 dr ŐÖ r '1 /-2sinö ár dÖ

The conditions (5) and (11) show that suitable forim 4*, and 4^ are ([7], [10], [9])

4', -  ( a > 1 +ßr4) siifö , r s l

D4< » C(1 cos0) 1 -  e x p . ( 1  -C O S 0 ) ^__ Sil f  0  Г Й 1
r

(17)

(18) 

(19)

Thus there are four constants A, B, C, D to be determined, but five conditions (equations) to 

be satisfied (15), (13), (16), (17) U must be remembered that, the additional boundary
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conditions (15), imposed to keep the drop undeiformable, have replaced the boundary 

condition (12), and they are not one of the conditions (6)-(8) imposed purely by the 

kinematics and dynamics of the problem

2. Results and discussions We must observe the fact that in imposing the condition 

of the tangential stress on the surface of drop, we cannot satisfy the equation (16) exactly (the 

first term on the right hand side), but it can be satiesfied to 0(1) in Ret It means that the 

coupling between extenor flow (the solution of Ossen’s equation) and interior flow (the 

solution of Stokes’equation) is realized only appioximativelly A similar observation is valid 

for the boundary condition lF2 = 0 and for the right hand side of (13),

So, on solving the equations given by (15), (13), (16) we obtain

A
Ca ‘h(a,Qf )
W I +бЩ В * - A ,  С = - 2 Л , D = A (20)

where for the sake of brevity, we have noted _!__= Л (о, e,)1 - eosöy 1
For some values of parameters Reu Ca etc we give in Fig 2 the streamlines for the flow 

within the drop (¥ , = const £ 0) and in the ambient liquid (4'2 ■= const a 0)

We observe that because of the aproximaţivelly imposed boundary conditions (see 

above), the exterior streamlines present a detachment (lIJ2 = 0 for r > 1) from the surface of 

drop As concern the interior streamlines is observed that they "start" only for a 0 > 0, which 

depends on the constants taken into account This fact is explained by the finite dimension 

of the surfactant droplet, injected in the north pole of the diop

The expressions of tangential velocities on the surface of drop as limits of interior and 

exterior flows respectively are
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0f = 90"
(Tj/ cfq = 0 3 131 
Rey = 1/80
Ca ~  2 • IO'1

V\
\ \
V s \

1 I I I I I I I I t I
Fig 2

.1.— .1..__U

V, » -2Лв1пб 

V, -  - A  einö

о < е â е

(« p [- i ( cost) -  1 )

7

+ 1

(2 1)

(22),, О < 0 й 0/

For some values of parameters in Fig 3 are plotted the velocities v/on the eurfaoe of 

the drop corresponding to 0y on x axe The differences between the values of v,and Vj for the 

same 0 are due to the approximative^ imposed boundaiy conditions

For a given Qf  the velocity of front of surfactant become , -

vf  “ -  A sinö/ exp

The pressure p , within the drop is

p. -  2 r  cos0
' Щ

so m the centre of mass of the drop acts only the hydrostatic pressure я, s

With the condition for nomial stress (17), not used in the computation of spectrum of 

flow, and with pu we can determine the value of рг on the surface of the drop, "
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The force acting on the drop may be calculated from'the general expression of force

[6], which gives in this case

b = 2 n a1 Ĵ ö/ J [pr,)2 COS0 - (pr0)2 sin0 jsinö -г/0,

where (j>rr)2 and (рл )2 are the normal and tangential components of the viscous stress tensor- 

corresponding to the exterior flow We have respectively ,

(IK, \

( Pre \

2
-Pi* dr

f * \
1 1 . dUl + J V2

ж 3 0  d r  r

The noimal component of force F  per unit of area, has the following expression
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F  -  2 л Cíi
2 SRe,_  ( 1 - A) - _____ 1__
3 13/te. + 12

( 1 + cos в/  + cos’ 0/ ) +

+ 2jtCí7(Acos6/ - 1 ) ( 1 +«>80^, A

(23 )

Using the asymptotic expansion of the fonction 1/(1 + e) when c o+, for the coefficient 

A with e = Re„ we may have simply an asymptotic representation for F„

Fischer, Hsiao and Wendland in [3] obtain an asymptotic representation for the force 

exerted on a rigid obstacle by the fluid This representation has the form F  e  Aq + Я [Re + 

<9(Re2 In Re'1) as the Reynolds number Re-»0+ and is essentially different to ours by the 

factor In Re'1

From (23) it is observed that the normal (and tangential) component of force acting 

on the drop, depends direct proportionally on Ca

As a final observation, we have to underline that the representation (23) hides the

dependence of Fn on Re  ̂= 1

Tire assumption that the drop is undeformable seem to bè too restrictive.

Re
X 1/20 1/40 1/60 1/80

1/20 165° 169°
-  ч . r' 

171“ 173“

1/10 167° 171° 173° 173*

35/102 169° 173° 174° 175°

3/5 173° 175° 176° }77°

Table 1

In fact there ате some other effects (see Fig 6 from [2]), so we consider that the force 

corresponding to F„ < 0 is consumed for other type of movements except transjation The 

piopulsive (lifting) force, /'„ > 0, responsible for the upward movement of the drop appears
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only when the covenng of the drop with surfactant is greater than nil  However this aspect 

is only in a qualitative agreement with our previous experimental data [8] From Table 1 

results that the smaller the ratio \  is the smaller 0/ for which F„ > 0 will be. So, it is clear 

that, for к -* 0 the obtained values of Qf  beginning with a lifting force appears, tends to those 

obtained experimentally A more dear judgement will be provided considering the shape of 

drop deformable and, of course, the flow unsteady

Concluding Remarks Perhaps, it would be of some interest to take for characteristic 

velocity U the experimental values from our works [2] and [8] That might be the atm of a 

future work

However, the aspect of our results, the spectra of flows inside and outside of the drop, 

the existence of the lifting force, as well as the asymptotic representation of force exerted on 

the drop by ambient liquid due to the variation о  - a ,, are in good qualitative accordance with 

experimental results The question of quantitative accordance remain open from both side 

theoretical and experimental It is very likely that the results presented tn this paper would 

be improved if the differential system (1) - (8) were solved by a numerical method, eg. a 

spectral method This could also make the topic for a fliture work

An asymptotic analysis in the spirit of £5] m the assumption of deformobihty of the 

drop is almost finished There, all the quantities found in this work, stream functions, 

pressures, etc will play the role of the first approximations

However, it seems that only by the use of some nonlinear terms (all possible) in 

vicinities of the surface of the drop inside and outside [5J one could solve some discrepances 

between theory and experiments
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] £  ( - l ) |u| D a Aa (x,u,Du, , D ku)  + g(x,u} •  f  
l“l** , ' ,  ,

resp .

T ) ( - l f D aA^(x,u,Du> , D tu ) + g l{x,şf)4/i i m и - ( « t , ,ия ),
lafaV " , ' ,

where Aa ( x , | )  resp AJ( x,%) have comparable growth with die polynomial one, and g resp 

g, have arbitrary growth with respect to и He obtained sufficient solvability conditions for
j  ̂ ^

the studied boundary value problems for bounded and unbounded domains In the case o f the
1 J . 1 i

above nonlinear operators he gave solvability conditions for variational méqualítles too For
* _ ’ ù

some nonlinear elliptic systems he extended the notions of upper and lower solution hi the
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