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OPTIMAL QUADRATURE FORMULAS BASED
ON THE ¢o-FUNCTION METHOD

TEODORA CATINAS, AND GHEORGHE COMAN

Abstract. In this survey paper it is studied the optimality in sense of
Nikolski for some classes of quadrature formulas, using the method of ¢-
function. It is presented the one-to-one correspondence between @-func-
tions and the quadrature formulas. Also, there are given some examples
of quadrature formulas which are optimal in sense of Nikolski with regard

to the error.

1. Introduction

Let H be a linear space of real-valued functions, defined and integrable on a

finite interval [a,b] C R, and S : H — R be the integration operator defined by

b
S(f) = / f(x)d.

Let

be a set of linear functionals. For f € H, one considers the quadrature formula

where
Qn(f) = 2 AiNi(f)

and R, (f) denotes the remainder term.
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Remark 1. Usually, A\;(f), i = 1,..,n are the values of the function f or of certain

of its derivatives on the quadrature nodes from [a,b].

An important problem regarding the quadrature formulas is the optimality
problem with respect to the error. In this paper it is studied the optimality in sense of
Nikolski for some classes of quadrature formulas, using the one-to-one corespondence

between p-functions and quadrature formulas.
Definition 2. The quadrature formula (1) is called optimal in the sense of Nikolski,

in the space H, if

F,(H, A, X) = sup |R.(f)],
feH

attains the minimum value with regard to A and X, where A = (A1, ..., A,) are the

coefficients and X = (x1, ..., ) are the quadrature nodes.

2. The method of p— function

Suppose that f € C"[a,b] and for some given n € N consider the nodes
a=1x9<...<x, =b On each interval [zy_1,zk], k = 1,...,n, it is considered a

function ¢y, k = 1,...,n, with the property that

One defines the function ¢ as follows:

()0|[$k—17$k] =vr, k=1,..n, (3)

i.e., the restriction of the function ¢ to the interval [zr_1,2k] is ¢i. Based on the

additivity property of the defined integral and on the relations (2), we have

Tk

b n
st = [tz =3 [ @)@

k=1Jxi_1
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Using the integration by parts, one obtains

S(/) =Z{ [ @@ = ol @ @)+t ()@ V@]
B (@
s [ sok<x>f<f><x>dx}
=~ (@o) flao) + [V wr) = o4 V(@) flwn) + ot
+ [0 @ner) = o0 @nnn)] Fl@an) w(’“ D) fl@n) -
—{—@Y*%co)f( o) + ol (@) - (m)} fi@) + .t
+ [P @) = 9D (- 1]f' Tn-1) + 00 @a)f(@a) | +
+ ...+
+ (=1 {=p1(@0) f T o) + [pr (21) — @2 (@) SV (@) + ot
+ [on1(@n1) = enl@a-)] F70 @n1) + (@) S0 @) |
+vr [ " o) @)
For
Aoy = (1) (o), (5)
Ay = (=1 (pr — o) TV (y), k=101,
Ay = (=177 V(z,), 5=0,1,..,7 -1,
relation (4) becomes
/ Sa)ie = 355 A ) + R, (6)
with ,
Rolf) = (21" [ ola) O @) ™)

Remark 3. Knowing the function ¢, one can find the coefficients Ay;, k =0,...,n
j=0,..,r—1, and the nodes x, k = 1,....,n — 1, based on the relations (5). This
method of constructing the quadrature formulas is called the o-function method [10].
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Remark 4. From (7) it follows that the degree of exactness of the quadrature formula
(6) is at least r — 1.

3. The one-to-one corespondence between ¢— functions and quadrature

formulas

First of all, one remarks that to a function ¢, which satisfies (3) and (2),
corresponds the quadrature formula (6).
Conversely, let us consider the quadrature formula (6), which has the degree

of exactness r — 1. By Peano’s theorem it follows that

Rnuv=1LbR;[%;ﬂf | /@),

where
R {(t(rf)l%ll] = oty anI Ti%%'
So,
(1 Ry || = ey B

i.e,

(—1) R, {(t(—Tw)lJS‘ } = o(z)
If

i =@l 12y =11,
then

-1

T—Tp) 1l ( )4
pi(r) = (’,«7I+ +(=1) +1Z EAka%v

—1

T—Tn r Tp—x)"
pira(w) = L 4 (Cqyrt 3 EL%er7%rﬂ
k=i+1j=

and we get that

x)r]l

(0i — i)(@) = (- V“ZA$%7mr
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Further,

(v—3j)

r—1 oz
(= 90) " V(o) = (1S A5 G
j:
(pi — ir) "D (@s) = (—1)" Ay
It follows that

Aoy = (—1)" Tl D (),

Ay = (=1)"(pi — 0i01) " D(2y), i=1,.,n—1,

A’I‘LV :SD’ELT*Vfl)(:En)v V:O,l,...,r— 1.

So, the correspondence is proved.

4. The optimality problem

We consider H™?[a,b], m € N, the space of functions f in C™~!, with the
m — 1th derivative absolute continuous on [a,b] and with f™ in L*[a, b]. Suppose that

f € H™2[a,b], m € N. From (7) one obtains

, (/ab gpz(ac)dx>1

So, the optimal quadrature formula of the form (6) is determined by the parameters

A and X for which

/2

[Ra(f)] < £

b n Ti
mAm:/ﬁwm:Z/ o (2)dz
a k=1 %k-1

attains the minimum value.

Remark 5. Taking into account the property of minimal L2 [a,bl—norm, (w is a
weight function), of the orthogonal polynomials, the function F(A, X) takes the min-
imal value when @y, is the orthogonal polynomial on [xx_1,zk], kK = 1,...,n, with
regard to the weight w.
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For example, if w = 1 the corresponding orthogonal polynomial on [a, b] is

the Legendre polynomial

() = (e a) (y— b))

It means that the parameters of the optimal quadrature formula can be obtained by
identifying the functions ¢r = ¢|(z,_, z,] With the corresponding orthogonal polyno-

mials on [zx_1, 2], k=1,...,n.

Example 6. One considers the quadrature formula

1 n
| #ade = 35 acf@) + Ruh), (8)
0 —
obtained from (6) for r = 1, with
1
Ralf) = [ ola)f(a)da.

0

Theorem 7. For f € HY2(0,1], the quadrature formula of the form (8), optimal with

regard to the error, is

[ e = o 50+ 25 1+ )]+ R
with
R0 < 5
Proof. Relations (5) become
Ao = —1(0), ©)

Ay :Wk(mk)_@k-i-l(xk)a k=1,...,n—1,

An = n(1),

and from (2) we get
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From (9) and (10) it follows

p1(x) =z — Ay,
(pg(l‘) =T — AO — Al,

(pk(l’) =T — A() — Al — .= Ak—la

(pn(l') =X — AO — A1 — . — An,Q — Anfl.

As the quadrature formula (8) has the degree of exactness zero, i.e., R,(ep) = 0
(eo(z) = 1) we have

Ag+...+ A, =1.

It follows that for ¢,, we have
on(x)=2—1+4+ A,.

Now, the optimal coefficients Ay, k = 0, ..., n and the optimal nodes z, k =1,....n—1
are obtained by minimizing the functions
1 n
F(AX)= / O (x)dr = Y o (z)dx.
0 k=1Jxk_
But, ff:q ¢ (z)dz takes its minimum value for ¢y = [y, the Legendre polynomial of
degree one, on the interval [zx_1,xk], i.e.,

Tip—1+ Tk
p_ k1T ok

and

It follows that

k=l Th—1+ Tk
;)Ai = 5 (11)
and
1 1 n
| e =353 (@ - m)?
0 k=1
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Hence,
_ , 1
Fi(X):=minF(A,X) = — 3 (21, — zx_1)>.
A 12k:1
As
oF(X) 1
(’;agk ) _ 1 [(zr — 2p-1)® — (Thg1 — 21)?]

the optimal nodes constitute the solution of the system

Tp — Tp—1 = Tp41 — Tk, k=1,...,n—1,

with
To = 07 Tp = 17
ie.,
k
r=—, k=0,..., 12
T n n (12)
and
_ 1
(X% = .
(X =900

From (11) and (12) one obtains the optimal coefficients

1
A= —
07 o
1
A*: :A* = —
1 n—1 n
1
A= —
' 2n

Finally, we have

and the proof follows. O
Example 8. For f € H*2[0,1] one considers the quadrature formula of the form

/ J@)de = 35 Auf(an) + Ru(f), (13)
0 k=0

with 0 =xp <11 < ... <z = 1.
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Theorem 9. For f € H>2(0,1], the quadrature formula of the form (13), optimal

with regard to the error, is

/ f@)de = 3 ALF() + R(F),
0 k=0

with
3
Af = AF =
0 n 4/-1’7
. e 5+2V6
Al = An—l = T“a
F=Vop, k=2,..n-2,
and
7o
R < ,
LAGIEE I
where
1
/_L =
44 (n— 2)\/6

Proof. For r = 2 relation (4) becomes
[ e == A 070)+ 5 (6~ )@ flan) + Q) (4)
1 070) = 5 (o1 = pue ) @) (1) = a1

+ / (@) [ (x)d.

Taking into account (13), we have
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and
1(0) =0, (15)
(or — or1)(@e) =0, k=1,..n—1,
¢pn(1) =0,
respectively, X
Ru(f) = [ ola) (@) (16)
Relation (2) becomes
or=1, k=1,..n. (17)

From (15) and (17) it follows that

p1(z) = 5 Aoz, (18)
or(x) = %2 - kilAk(x —x), k=2,.n—1,

§=0
ente) = L2 4

By (16) one obtains

1/2

manl= ([ 1 Paa) 1fl,.

Next, the problem is to minimize the function
1
F4,X) = [ Ps
0

1 n—1 T 1
- / Awdet+ 'S [ Ge)de + / 22 (x)da

k=2 Jxr_1 Tp—1
with regard to the parameters A = (Ao, ..., A,) and X = (21, ...,Tp_1).
By (18) it follows that the integrals
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where l~2, % is the two degree Legendre polynomial on the interval [xy_1, 2],

~ 1
lok(z) = % — (Tp—1 + xp)x + g(xz_l + 4z 12 + xﬁ)

e 4 (zp -1\’
/mkl 13 1 (x)de = = (2 >

From (18) and (19), one obtains

We have

T+ Tp—1

k-1
S A4 = Ck=2,..n—1, (20)
i=0 2

and, also, from
d x1 .’EQ 9

i, {/1 {(1—293)2 ~An(1- w)} 2 dw} =0

it follows
3 3
AO = gﬂ?l, An = g(l — an_l), (21)
respectively,
x1 2 1
/ (x— — §x1x)2d:c = —z
o 2 8 32
1 2 2
(1-2a) 3 1 5
= —(1—z,)(1 - der = —(1 ne
B et L EERCE FEE TRy
So,
Fy(X) :=min F,(A X)—im5+inil(x —x )5+i(1—x . (22)
S S S U R L O AR D) nel
Now, from
o n—1
— S (i — 1) =5[(xp —2p_1)* — (Tpy1 —2p) =0, E=2,...,n—1
Ozy =5
one obtains
Ty — T
Tk — Tk—1 = n 217 k:2a ,Tl—l (23)

For
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we have
~ 1 - (mn—l - $1)5 1 5
F: n1)=—27+———"+—(1—x,-1)".
2@ on-1) = 550+ g =gy T aggt T )
From the following system
8[7( 7'n—1) —
ilgptens) g
OFy (1,80 _1)
“ oo =0
one obtains
ri=1—ai, =2 (24)
and
I * * 1
FQ(xlv‘rn—l) = %pfl (25)
Finally, the proof follows from (20)—(25). O

Theorem 10. For a function f € H*2|0,1], the quadrature formula of the form

1 n
Aﬂ@M:ZmﬂmHBM@+&f®+MU% (26)

k=0

18 optimal with regard to the error for

1
AOZAnzia
2n
1
A/C—f, k‘:l,.,n—l,
n
1
B -
07 12p2
BlffBOa
k
z0=0, zx=—, k=1,..,n—1, z,=1
and
1 1
|R.(f)] < 1"l -

12n2v/5
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Proof. From (14), we get

Ay = —¢1(0),

Ap = (0% — Prog)(@r), k=1,.n—1,
An = o, (1),

By = ¢1(0),

Bi = —pn(1),

and
(pr —ort1)(x) =0, k=1.n—1

It follows that

.’L’2

k-1
vr(x) = 5 ;}Ai(x —2;)+ By, k=1,...,n.

As the integral

[ eww=3% " G

k=1Jxp_1

attains the minimum value for

1~
Pk = 5127]@, ]C = 1, ey T,

from these last identities, using the fact that the degree of exactness of the quadrature

formula is one, the proof follows. O

Remark 11. In an analogous way, for f € H*1[0,1] one can prove that the quadra-

ture formula of the form (26), optimal with regard to the error, has the coefficients:

A=A = —

0 " 2n’

N 1
Ak}:77 k:17 71’L—1,

n
3

Bf=—

07 32p2”
Bf = -Bj,
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the nodes

x5 =0,

k

xp = o k=1,...n—1,

x, =1,
and

1
B < 555 1]

It is important in the proof that the functions %cpk, k=1,...,n, are identified with the
Cebyshev polynomials of the second kind.

Now, let us consider the general case, i.e., the quadrature formula (6), with
the remainder term given by (7), for » > 1 and for f € H™P[0,1]. The problem is to

find the values of the parameters Ay; and z, K =0,...,n, j =0,...,r — 1 for which

F(A X) ::/O lo(z)|” da

attains the minimum value. We have

n T4
F(A,X) = Zl |pi(2)|” dz,
t=1Jxi—1
where
g imlr—l T —xn)d
pi(z) = —+ X ZAkj¥7 T € [Ti1, 24
L k=05=0 J:

As the polynomials @; are independent, the function F'(A, X) can be minimized, first
with regard to the coeflicients Ag;, k =0,...,n, j =0,...,r — 1, considering the nodes
fixed, and then, with regard to the nodes x1, ..., x,_1.

. . A B
Using the notation j"!J = =

2 one obtains

1
Pi = =i,
r!
with
i—1r—1 ,
Yi(z) =a" + >0 > Byj(z — )’
k=05=0
and

FAX) = o [ o de

i—
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Using the minimum norm property of the orthogonal polynomials, the integrals

L-:/ (@) P de, i=1,..m,
Ti—1

can be minimized by identifying the polynomials 1; with the corresponding orthogonal
polynomials, say 6;, for different values of p. One obtains
i

F(I’l, ceny Cﬂn_l) = (r})P Zl |91(gg)|p dl‘,

= Ti—1

that is further minimized with regard to z;, i =1,...,n — 1.
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