
SYLLABUS 
SYLLABUS 

 
1. Information regarding the programme 

 
2. Information regarding the discipline 

 
3. Total estimated time (hours/semester of didactic activities) 

 
4. Prerequisites (if necessary) 

1.1 Higher education institution Babes Bolyai University 

1.2 Faculty Mathematics and Computer Science Faculty 

1.3 Department Computer Science Department 

1.4 Field of study Computer Science 

1.5 Study cycle Bachelor 

1.6 Study programme / Qualification Computer Science (English) 

2.1 Name of the discipline 
(en) / (ro) 

Artificial Intelligence 

2.2 Course coordinator Lect. Dr. Mircea Ioan-Gabriel 

2.3 Seminar coordinator Lect. Dr. Mircea Ioan-Gabriel 

2.4. Year of study 3 2.5 Semester 1 2.6. Type of evaluation E 2.7 Type of discipline C 

2.8 Code of the discipline  COMPULSORY 

3.1 Hours per week 4 Of which: 3.2 course 2 3.3 
seminar/laboratory 

1 sem +1 
lab 

3.4 Total hours in the curriculum 48 Of which: 3.5 course 24 3.6 
seminar/laboratory 

24 

Time allotment: hours 
Learning using manual, course support, bibliography, course notes 24 
Additional documentation (in libraries, on electronic platforms, field documentation) 12 
Preparation for seminars/labs, homework, papers, portfolios and essays 24 
Tutorship 5 
Evaluations 12 
Other activities: ..................  

3.7 Total individual study hours 77  

3.8 Total hours per semester 125 
3.9 Number of ECTS credits 5 

4.1. curriculum • mathematical analysis, data structures and algorithms, problem 
solving, statistics 



1. Conditions (if necessary) 

 
2. Specific competencies acquired 

 
3. Objectives of the discipline (outcome of the acquired competencies) 

 
4. Content 

 

4.2. competencies Object oriented programming competencies, algorithmic 
reasoning, logical reasoning 

5.1. for the course • 
5.2. for the seminar / lab 
activities 

• 

 
 

Professional 
competencies 

 
 

 
 

Transversal 
competencies 

CT1 Application of efficient and rigorous working rules, manifest 
responsible attitudes toward the scientific and didactic fields, respecting the 
professional and ethical principles.  
CT2 Use of efficient methods and techniques for learning, information, 
research and development of abilities for knowledge exploitation, for 
adapting to the needs of a dynamic society and for communication in 
Romanian as well as in a widely used foreign language  
CT3 Use of efficient methods and techniques to learn, inform, research and 
develop the abilities to value the knowledge, to adapt to requirements of a 
dynamic society and to communicate in Romanian language and in a 
language of international circulation 

7.1 General objective 
of the discipline 

•  

 
 
7.2 Specific objective 
of the discipline 

•  

8.1 Course Teaching methods Remarks 
1. AI : Past, Present and Future - An introduction 

Historical evolution of AI 
An ontology of AI 

Interactive exposure 
Explanation 
Conversation 
Didactical demonstration 

 

  

2. Teaching the machine: supervised classification - 
Perceptron, Artificial Neural Network 

Interactive exposure 
Explanation 
Conversation 
Didactical demonstration 

 



3. Teaching the machine:  supervised regression - 
Artificial Neural Network 

Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

4. Teaching the machine: clustering and 
association,dimensionality reduction - 

KNN, K-means, SOM, PCA. 
Data visualization and preprocessing 

Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

5.  Training and evaluating Machine Learning 
Models. Loss. Overfitting 

Interactive exposure 
Explanation Conversation 
Didactical 
demonstration 

 

6. Properly Searching for Solutions: Backtracking, 
DFS, BFS, A*, GAs, ACO - TSP 
Constraint Satisfaction Problems: 
one player games Sudoku 

Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

7. Reinforcement Learning Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

8. Game Theory and Estimation Theory 
more player games 
Hidden Markov Models 

Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

9. Going deeper into the Rabit Hole: The quest for 
the Real AI 
Deep Neural Networks - Main Ideas 
CNNs, RNNs,  

Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

10. The Imitation Game: Mimicking Humanity 
Spiking Nets, NLP, R-CNNs, Autoencoders, GANs  

Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

11. Deploying and embedding AI algorithms in 
Real-Life: Computational Challenges, Intelligent 
IoT, Robots, Autonomous Driving 

Interactive exposure 
Explanation Conversation 
Didactical demonstration 

 

12. The Present and Future of AI : Ethical Aspects Interactive exposure 
Explanation Conversation 
Didactical demonstration 
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8.2 Seminar / laboratory Teaching methods Remarks 

Seminar 
The goal of the seminar is to familiarize the 

student to the scientific method of documentation 
and research and to address the topics presented at 
the courses by tackling concrete case studies.  

Each student will select a thematic during the 
semester. At each of the seminaries several students 
will present their essay on the given thematic by 
analysing the literature and expressing their own 
opinions of the matter at hand. The other students 
should all pick at least one of the papers presented 
that day, and in the week preceding the presentation 
of the paper have to comment on the what can be 

  

https://dblp.org/pid/41/7966.html
https://dblp.org/db/series/utcs/index.html
https://dblp.org/db/series/utcs/index.html
https://doi.org/10.1145/1595453.1595493
http://www.doi.org/10.4135/9781483349541


improved in a peer-review fashion. The seminar 
grade is the average from the grade obtained for the 
presentation and the grade for the assessment of 
other papers during the semester 

Laboratories 
Labs are viewed as workshops. The assignments 

are submitted on git and graded by the teacher. The 
student is informed of his grading in a detailed 
manner. Students can contest the grades on their 
assignments at the beginning of the lab. 

  

The first lab represents workshops concerning 
the implementation, from scratch, of a perceptron 
for the machine learning of the AND logical 
operation and then of a minimalistic ANN for the 
machine learning of the XOR logical operation. 

HW:implement an ANN from scratch for the 
fulladder of two bits and two bits 

The second lab focuses on the employment of the 
ANN for solving regression problems, loss 
computation and mainly on the entire flow : data 
preprocessing and analysis -> training (and 
validation) -> testing. Also the supervised methods 
of ML are compared and contrasted against 
unsupervised implementations. a SOM 
implementation is given as part of the workshop 

HW:train an ANN for nonlinear  regression 
and a KNN for clustering on the iris dataset 
(with tools)  

Lab assignment 
Explanation 
Conversation 
Scientific method 

 

The third lab focuses on searching algorithms: 
having TSP as the problem to beat, we discuss one 
by one the implementation of the bruteforce 
approach, the branch&bound and the simulated 
annealing. Also an implementation for a genetic 
algorithm is given but it is not used on the TSP 
problem. 

HW: employ the genetic algorithm to solve the 
TCP 

 The fourth lab tackles decision making in the 
context of uncertainty and probability. The 
workshop covers the implementation of a decision 
tree and the basis of fuzzy sets and variables. Also, 
an implementation of a Hidden Markov Model is 
given. 

HW: transform the decision tree implemented 
in the workshop into a fuzzy decision tree using 
the already implemented fuzzy constructs 

 

Lab assignment  
Explanation 
Conversation 
Scientific method 

 

The last two workshops won’t cover actual 
implementations. Their purpose is to illustrate the 
proper usage of the most popular industrial 
frameworks in the deep learning realm : tensorflow, 
keras, pytorch, etc. as well as spectacular products 
at work. 

Lab assignment 
Explanation 
Conversation 
Scientific method 

 



 

HW:run two or three methods of solving on 
the same problem and construct a table of 
performance comparison between the techniques 
on the same benchmark 



5. Corroborating the content of the discipline with the expectations of the epistemic 
community, professional associations and representative employers within the field of 
the program 

 
The course follows the IEEE and ACM curricular recommendations for computer science studies 

 
 

6. Evaluation 

 
 
 
 

 
 

Date of approval Signature of the head of department 

.......................... Prof. Dr. Diosan Laura-Silvia 

Type of activity 10.1 Evaluation criteria 10.2 Evaluation methods 10.3 Share in the grade 
(%) 

10.4 Course Proper understanding 
of scientific research 
methodologies in 
Computer Science 

Final Written 
Exam+Quizzes 
(Good quizzes answers 
can boost the written 
exam grade with one 
point) 

25% 

Proper scientific ethics 

10.5 Seminar / lab 
activities 

Framework design 
and architecture. 
Programming 
principles and 
practices. Testing. 

Scientific Essay 15% 

Software application 
design. Programming 
principles and 
practices. Testing. 

Peer Review 15% 

IoT software design. 
Programming 
principles and 
practices. Testing. 

Lab Homework 
(5 Assignments) 

45% 

10.6 Minimum performance standards 
• Minimum 5 grade for the course and lab activity 

Date Signature of course coordinator Signature of seminar coordinator 

16.01.2021 Lect. Dr. Mircea Ioan-Gabriel Lect. Dr. Mircea Ioan-Gabriel 


