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Statistical e−convergence of double sequences
on probabilistic normed spaces
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Abstract. The concept of statistical convergence for double sequences on proba-
bilistic normed spaces was presented by Karakus and Demirci in 2007. The pur-
pose of this paper is to introduce the concept of statistical e−convergence for dou-
ble sequences and study some fundamental properties of statistical e−convergence
for double sequences on probabilistic normed spaces.
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1. Introduction

Statistical convergence which is a generalization of the notion of ordinary convergence
was first introduced by Fast [4] and Steinhaus [21] in 1951. Then several generalizations and
applications of this notion have been investigated by various authors [6], [11], [12], [14]. The
concept of statistical convergence for double sequences was studied by Mursaleen and Edely
[15]. Boos et al ([2], [3]) introduced and investigated the notion of e−convergence of double
sequences which is essentially weaker than the Pringsheim convergence. Recently, Sever and
Talo [19] have generalized the notion of e−convergence to statistical e−convergence for a
double sequence [see also [20]].

The theory of probabilistic normed spaces [5] originated from the concept of statistical
metric spaces which was introduced by Menger [13] and further studied by Schweizer and
Sklar [17], [18]. It provides an important method of generalizing the deterministic results
of normed linear spaces. It has also very useful applications in various fields, e.g., continu-
ity properties [1], topological spaces [5], study of boundedness [7], convergence of random
variables [8] etc.

The idea of statistical convergence of single sequences on probabilistic normed spaces
was studied by Karakus in [9]. Then, Karakus and Demirci extended the concept of statistical
convergence from single to double sequences in [10]. In this paper we introduce and study the
concept of statistical e−convergence for double sequences on probabilistic normed spaces.
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2. Background and preliminaries

First, we recall some notions and basic definitions those will be used in this paper.
Throughout this paper, N, R respectively denote the sets of positive integers and real numbers
whereas N× N denotes the usual product set.

Definition 2.1. [5] A function g : R → R+
0 is called a distribution function if the following

conditions holds:

a) it is non-decreasing,
b) it is left-continuous,
c) inf

t∈R
g (t) = 0 and sup

t∈R
g (t) = 1.

The set of all distribution functions will be denoted by E.

Definition 2.2. [18] A triangular norm or briefly t−norm is a continuous mapping ∗ : [0, 1]×
[0, 1] → [0, 1] such that ([0, 1] , ∗) is an abelian monoid with unit one and p ∗ q ≥ m ∗ n if
p ≥ m and q ≥ n for all m,n, p, q ∈ [0, 1] .

For example the ∗ operations

m ∗ n = mn, m ∗ n = min {m,n} and m ∗ n = max {m+ n− 1, 0}
are t−norms on [0, 1] .

Definition 2.3. [18] If D is a real vector space, η is a mapping from D into E (for x ∈ D the
distribution function η (x) is denoted by ηx and ηx (t) is the value of ηx at t ∈ R) and ∗ is a
t−norm satisfying the following conditions :

i) ηx (0) = 0,
ii) ηx (t) = 1 for all t > 0 if and only if x = 0,

iii) ηαx (t) = ηx
(

t
|α|

)
for all α ∈ R \ {0} and for all t > 0,

iv) ηx+y (s+ t) ≥ ηx (s) ∗ ηy (t) for all x, y ∈ D and s, t ∈ R+
0 ,

then (D, η, ∗) is called a probabilistic normed space (briefly, a PNS).

Definition 2.4. Let (D, η, ∗) be a PNS. Then, a sequence (xk) is said to be convergent to L ∈
D with respect to the probabilistic norm η, that is xk

η→ L if for every ε > 0 and λ ∈ (0, 1)
there exists a positive integer k0 such that ηxk−L (ε) > 1− λ whenever k ≥ k0. In this case
we write η − limxk = L as k →∞.

Remark 2.5. Let (D, ‖.‖) be a real normed space and

ηx (t) =
t

t+ ‖x‖

where x ∈ D and t ≥ 0 (standard x−norm induced by ‖.‖). Then we can see that xk
‖.‖→ x if

and only if xk
η→ x.

3. Statistical e−convergence of double sequence on PNS

In this section we study the concept of statistical e−convergence for double sequences
in probabilistic normed space. First, we recall the concept of statistical convergence.

Let K ⊆ N. Then the asymptotic (or natural) density of K denoted by δ (K) is given
by

δ (K) := lim
n

1

n
|{k ≤ n : k ∈ K}|
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whenever the limit exists, where the vertical bars denote the cardinality of the enclosed set.

A number sequence (xk) is said to be statistically convergent to the number L if for
each ε > 0 the set

K (ε) := {k ∈ N : |xk − L| ≥ ε}
has asymptotic density zero, i.e.

lim
n

1

n
|{k ≤ n : |xk − L| ≥ ε}| = 0.

In this case we write st− limxk = L as k →∞.
So we give the concept of statistical convergence of double sequences.

By the convergence of a double sequence we mean the convergence in the Pringsheim
sense that is, a double sequence (xkl) has Pringsheim limit L provided that given ε > 0 there
exists N ∈ N such that |xkl − L| < ε wherever k, l > N [16]. We write this as P − lim

k,l
xkl = L.

In case of this convergence, the row-index k and column-index l tend independently to
infinity.

We can give the analogue of Definition 2.4 for a double sequence as follows:

Definition 3.1. [10] Let (D, η, ∗) be a PNS. Then, a double sequence (xkl) is said to be

convergent to L ∈ D with respect to the probabilistic norm η, that is xkl
η→ L if for every

ε > 0 and λ ∈ (0, 1) there exists a positive integer k0 such that ηxkl−L (ε) > 1− λ whenever
k, l ≥ k0. In this case we write η2 − limxkl = L as k, l→∞.

Let K ⊆ N×N and K (n,m) be the numbers of (i, j) in K such that i ≤ n and j ≤ m.
Then the two dimensional analog of natural density can be defined as follows:

δ2 (K) := lim
n,m

K (n,m)

nm
.

For example, let K =
{(
i2, j2

)
: i, j ∈ N

}
. Then the set K has double natural density zero.

Definition 3.2. [15] A double sequence (xkl) is said to be statistically convergent to a number
α if for each ε > 0 the set

{(k, l) , k ≤ n, l ≤ m : |xkl − α| ≥ ε}

has double natural density zero. We write this as st2 − lim
k,l
xkl = α.

Definition 3.3. [10] Let (D, η, ∗) be a PNS. Then, a double sequence (xkl) is said to be
statistically convergent to L ∈ D with respect to the probabilistic norm η if for every ε > 0
and λ ∈ (0, 1) the set

{(k, l) , k ≤ n, l ≤ m : ηxkl−α (ε) ≤ 1− λ}

has double natural density zero. In this case we write stη2 − lim
k,l
xkl = α.

Boos, Leiger and Zeller [3] and Boos [2] introduced and investigated the notion of
e−convergence of double sequences, which is essentially weaker than the Pringsheim conver-
gence as follows:

Definition 3.4. A double sequence (xkl) is said to be e−convergent to a number α if

∀ε > 0, ∃l0 ∈ N ∀l ≥ l0, ∃kl ∈ N ∀k ≥ kl, |xkl − α| < ε.

We write this as e− lim
k,l
xkl = α.
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In contrast to the Pringsheim notion of convergence, e−convergence states that the
row-index k depends on the column-index l whenever it tends to infinity.

Recently, Sever and Talo [19] have defined the concept of statistical e−convergence for
a double sequence as follows:

Definition 3.5. [19] A double sequence (xkl) is said to be statistically e−convergent to a
number α if for every ε > 0 the set

{l : δ ({k : |xkl − α| ≥ ε}) = 0}
has natural density 1, that is

δ ({l : δ ({k : |xkl − α| ≥ ε}) = 0}) = 1.

In this case, one writes st(e) − lim
k,l
xkl = α.

Now we give the analogue of these definitions with respect to the probabilistic norm η.

Definition 3.6. Let (D, η, ∗) be a PNS. A double sequence (xkl) is said to be e−convergent to
α ∈ D with respect to the probabilistic norm η provided that for every ε > 0 and λ ∈ (0, 1)

∃l0 ∈ N ∀l ≥ l0, ∃kl ∈ N ∀k ≥ kl, ηxkl−α (ε) > 1− λ.
In this case, one writes η(e) − lim

k,l
xkl = α. Also, the element α is called the η(e)−limit of the

double sequence (xkl) .

Definition 3.7. Let (D, η, ∗) be a PNS. A double sequence (xkl) is said to be statistically
e−convergent to α ∈ D with respect to the probabilistic norm η provided that for every
ε > 0 and λ ∈ (0, 1)

{l : δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0}
has natural density 1, that is

δ ({l : δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0}) = 1.

In this case, one writes stη(e) − lim
k,l
xkl = α. Also, the element α is called the stη(e)−limit of

the double sequence (xkl) .

The following theorem gives the relation between e−convergence and statistical
e−convergence on probabilistic normed spaces.

Lemma 3.8. Let (D, η, ∗) be a PNS. Then, for every ε > 0, α ∈ D and λ ∈ (0, 1) the following
statements are equivalent:

i) stη(e) − lim
k,l
xkl = α.

ii) δ ({l : δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0}) = 1.
iii) st(e) − lim

k,l
ηxkl−α (ε) = 1.

Proof. From Definition 3.7, the first two parts are equivalent.
(ii)⇒ (iii) Let L = {l : δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0}. So δ (L) = 1. Then for all

l ∈ L,

{k : |ηxkl−α (ε)− 1| ≥ λ} ⊆ {k : ηxkl−α (ε) ≥ 1 + λ} ∪ {k : ηxkl−α (ε) ≤ 1− λ} .
So, we get for l ∈ L,

δ ({k : |ηxkl−α (ε)− 1| ≥ λ}) = 0.

Then
δ ({l : δ ({k : |ηxkl−α (ε)− 1| ≥ λ}) = 0}) = 1

which completes the proof. �
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Theorem 3.9. Let (D, η, ∗) be a PNS and let (xkl) be a double sequence whose terms are in
the vector space D. If (xkl) is statistically e−convergent with respect to the probabilistic norm
η then its stη(e)−limit is unique.

Proof. Suppose that there exist α and β in D with α 6= β such that stη(e) − lim
k,l
xkl = α and

stη(e) − lim
k,l
xkl = β. Let ξ > 0, choose λ ∈ (0, 1) such that

(1− λ) ∗ (1− λ) ≥ (1− ξ) .

Let ε > 0 be given. Then we define the following sets:

Lη,1 (λ, ε) : = {l : δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0}
Lη,2 (λ, ε) : = {l : δ ({k : ηxkl−β (ε) ≤ 1− λ}) = 0}

and

Kη,1 (λ, ε) : = {k : ηxkl−α (ε) ≤ 1− λ}
Kη,2 (λ, ε) : = {k : ηxkl−β (ε) ≤ 1− λ} .

Since stη(e) − lim
k,l
xkl = α and stη(e) − lim

k,l
xkl = β then we have δ (Lη,1 (λ, ε)) = 1,

δ (Lη,2 (λ, ε)) = 1, δ (Kη,1 (λ, ε)) = 0 and δ (Kη,2 (λ, ε)) = 0, for all ε > 0. Let

Kη (λ, ε) = Kη,1 (λ, ε) ∩Kη,2 (λ, ε)

Lη (λ, ε) = Lη,1 (λ, ε) ∩ Lη,2 (λ, ε) .

So we can see that δ (N\Kη (λ, ε)) = 1 and δ (N\Lη (λ, ε)) = 0.
If (k, l) ∈ (N\Kη (λ, ε))× (N\Lη (λ, ε)), then we have

ηα−β (ε) ≥ ηxkl−α

( ε
2

)
∗ ηxkl−β

( ε
2

)
> (1− λ) ∗ (1− λ) ≥ (1− ξ) .

Since ξ > 0 was arbitrary, we get ηα−β (ε) = 1 for all ε > 0. So we get α = β from Definition
2.3 (ii). This completes the proof. �

Theorem 3.10. Let (D, η, ∗) be a PNS and let (xkl) be a double sequence whose terms are in
the vector space D. If there exists M = K × L ⊂ N × N such that δ (K) = 1 and δ (L) = 1
and η(e) − lim

(k,l)∈M
xkl = α then stη(e) − lim

k,l
xkl = α.

Proof. Suppose that there exists M = K × L such that δ (K) = 1 and δ (L) = 1 and
η(e) − lim

(k,l)∈M
xkl = α. Then for each ε > 0 and λ ∈ (0, 1) there exists lε such that for each

l ≥ lε, l ∈ L there exists kl such that for each k ≥ kl , k ∈ K we have ηxkl−α (ε) > 1 − λ.
So for such l we have

{k : ηxkl−α (ε) ≤ 1− λ} ⊆ N\ {K\ {k1, k2, ..., kl}} .

Since δ (K) = 1 we have δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0. On the other hand, this equation
holds for each l > lε, l ∈ L. Therefore

L\ {l1, l2, ..., lε} ⊆ {l : δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0} .

So we have

δ ({l : δ ({k : ηxkl−α (ε) ≤ 1− λ}) = 0}) = 1

which completes the proof. �
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So, if a double sequence (xkl) is e−convergent to α ∈ D with respect to the probabilistic
norm η then it is statistically e−convergent to α ∈ D on the PNS. But the converse of this
implication may not be true. The following examples show that the converse of Theorem
3.10 does not hold in general.

Example 3.11. Let (R, |.|) be a real normed space and ηx (t) = t
t+|x| where x ∈ R and t > 0.

In this case (R, η, |.|) is a PNS. Now we will give two examples in which our method of
statistical e−convergence works but the other convergence methods do not work:

(i) Let (xkl) be defined as

xkl :=


k + l, k ≤ l,
k, k > l and k is square,
0, k > l and k is not square.

Then for every λ ∈ (0, 1) and for any t > 0,

{k : ηxkl (t) ≤ 1− λ} =

{
k :

t

t+ |xkl|
≤ 1− λ

}
=

{
k : |xkl| ≥

λt

1− λ > 0

}
.

So we can get

δ ({l : δ ({k : ηxkl (t) ≤ 1− λ}) = 0}) = 1.

Also it is easy to see that η(e) − lim
k,l
xkl, η2 − lim

k,l
xkl, st2 − lim

k,l
xkl and stη2 − lim

k,l
xkl do not

exist. On the other hand, we can see from the above equality that stη(e) − lim
k,l
xkl = 0.

(ii) Let (αkl) be defined as follows:

αkl :=


k, k ≤ l,
1, k > l and k is square,
0, k > l and k is not square.

Then we can see that stη(e) − lim
k,l
αkl = 0. However η(e) − lim

k,l
αkl, η2 − lim

k,l
αkl, st2 − lim

k,l
αkl

and stη2 − lim
k,l
αkl do not exist.

Now we will show that the concept of statistical e−convergence of a double sequences
on a PNS has some basic properties.

Lemma 3.12. Let (D, η, ∗) be a PNS and let (xkl) and (ykl) be two double sequences on D.

(i) If stη(e) − lim
k,l
xkl = a and stη(e) − lim

k,l
ykl = b, then stη(e) − lim

k,l
(xkl + ykl) = a+ b.

(ii) If stη(e) − lim
k,l
xkl = a and α ∈ R, then stη(e) − lim

k,l
α · xkl = α · a.

(iii) If stη(e) − lim
k,l
xkl = a and stη(e) − lim

k,l
ykl = b, then stη(e) − lim

k,l
(xkl − ykl) = a− b.

Proof. (i) Let stη(e) − lim
k,l
xkl = a and stη(e) − lim

k,l
ykl = b, ε > 0 and ξ ∈ (0, 1). Choose

λ ∈ (0, 1) such that (1− λ) ∗ (1− λ) ≥ (1− ξ) . Then we examine the following sets:

Lη,1 (λ, ε) : = {l : δ ({k : ηxkl−a (ε) ≤ 1− λ}) = 0}
Lη,2 (λ, ε) : = {l : δ ({k : ηykl−b (ε) ≤ 1− λ}) = 0}

and

Kη,1 (λ, ε) : = {k : ηxkl−a (ε) ≤ 1− λ}
Kη,2 (λ, ε) : = {k : ηykl−b (ε) ≤ 1− λ} .
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Since the double sequences (xkl) and (ykl) are statistically e−convergent to a, b, respectively
then we have δ (Kη,1 (λ, ε)) = 0, δ (Kη,2 (λ, ε)) = 0, δ (Lη,1 (λ, ε)) = 1 and δ (Lη,2 (λ, ε)) = 1
for all ε > 0. Now let

Kη (λ, ε) = Kη,1 (λ, ε) ∩Kη,2 (λ, ε)

Lη (λ, ε) = Lη,1 (λ, ε) ∩ Lη,2 (λ, ε) .

So, δ (N\Kη (λ, ε)) = 1 and δ (N\Lη (λ, ε)) = 0.
If (k, l) ∈ (N\Kη (λ, ε))× (N\Lη (λ, ε)), then we have

η(xkl+ykl)−(a+b) (ε) = η(xkl−a)+(ykl−b) (ε)

≥ ηxkl−a

( ε
2

)
∗ ηykl−b

( ε
2

)
> (1− λ) ∗ (1− λ) ≥ (1− ξ) .

Then we see that

δ
({
k : η(xkl−a)+(ykl−b) (ε) ≤ 1− ξ

})
= 0

and

δ
({
l : δ

({
k : η(xkl−a)+(ykl−b) (ε) ≤ 1− ξ

})
= 0
})

= 1

so stη(e) − lim
k,l

(xkl + ykl) = a+ b.

(ii) Case 1: Take α = 0 and let stη(e) − lim
k,l
xkl = a. Let λ ∈ (0, 1) and ε > 0. Then we

can see that

η0·xkl−0·a (ε) = η0 (ε) = 1 > 1− λ.
So we get

δ ({k : η0·xkl−0·a (ε) ≤ 1− λ}) = δ ({∅}) = 0

and

δ ({l : δ ({k : η0·xkl−0·a (ε) ≤ 1− λ}) = 0}) = δ (N) = 1.

Hence we obtain stη(e) − lim
k,l

0 · xkl = 0.

Case 2: Take α 6= 0. Since stη(e) − lim
k,l
xkl = a, so for every ε > 0 and λ ∈ (0, 1), we

define the sets:

Lη (λ, ε) := {l : δ ({k : ηxkl−a (ε) ≤ 1− λ}) = 0}
and

Kη (λ, ε) := {k : ηxkl−a (ε) ≤ 1− λ} .
Then we see that δ (Kη (λ, ε)) = 0 and δ (Lη (λ, ε)) = 1. So δ (N\Kη (λ, ε)) = 1 and
δ (N\Lη (λ, ε)) = 0. If (k, l) ∈ (N\Kη (λ, ε))× (N\Lη (λ, ε)) then

ηα·xkl−α·a (ε) = ηxkl−a

(
ε

|α|

)
≥ ηxkl−a (ε) ∗ η0

(
ε

|α| − ε
)

= ηxkl−a (ε) ∗ 1

= ηxkl−a (ε) > 1− λ
for α ∈ R (α 6= 0). So

δ ({l : δ ({k : ηα·xkl−α·a (ε) ≤ 1− λ}) = 0}) = 1.

Hence we obtain stη(e) − lim
k,l
α · xkl = α · a.

(iii) The proof of (iii) can be obtained from (i) and (ii). �
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