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1. Introduction

The classical Bratu problem is the following boundary value problem{
−y′′(x) = λey(x), x ∈ [0, 1]
y(0) = 0, y(1) = 0,

(1.1)

where λ > 0 is a parameter.
Bratu’s problem has both theoretical and applicative relevance.
It was proved that Bratu’s problem in one-dimensional planar coordinates has

analytical solution in the following form:

y(x) = −2 log

(
cosh[(x− 1

2 ) θ2 ]

cosh θ
4

)
,

where θ is the solution of

θ =
√

2λ cosh
θ

4
.
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Notice that y has the maximum value (denoted by µ) at x = 1
2 and there is

an analytical expression between µ and λ discovered by Liouville in 1853, see [37].
Moreover, Bratu’s problem has at most two solutions and the distribution of the
solutions depends on a critical value of λ, denoted by λc. The critical value λc satisfies
the equation

1 =
1

4

√
2λ sinh

θ

4

and it was approximated as λc ≈ 3.513830719, see, e.g. [9]. More precisely, if 0 < λ <
λc then (1.1) has two solutions, if λ = λc there is one solution for (1.1), while for
λ > λc there is no solution for Bratu’s problem.

Bratu’s problem governs several important real life problems, such as the fuel
ignition model in the thermal combustion theory, the model of thermal reaction pro-
cess, the Chandrasekhar model related to the expansion of the universe and to some
relativity theory models and it is connected to models from chemical reaction the-
ory, radiative heat transfer theory and nanotechnologies (see [23], [19], [20], [1], [15],
[22],...).

In the last two decades, many published papers have focused on solving (1.1) by
analytical (e.g., Adomian decomposition method, homotopy analysis method, vari-
ational iteration methods, Laplace transform decomposition method or differential
transformation method) and numerical (e.g., B-spline method, the finite difference
method, weighted residual method, the shooting method, multigrid-based methods,
the Sinc-Galerkin method, collocation methods based on B-spline basis functions,
Bessel collocation method) methods, see [13], [14], [15], [51], [52],[7], [8], [9], [16], [17],
[29], [32], [35],...

An extension of Bratu’s problem is the following boundary value problem, so-
called Liouville-Bratu-Gelfand problem (see [26], [21], [27], [28], [30], [35], [41]) :{

−∆u(x) = λeu(x), x ∈ Ω
u(x) = 0, x ∈ ∂Ω

(1.2)

where λ > 0 is a parameter and Ω ⊂ Rn is a bounded domain.

The aim of our paper is to we give some variants of a Bratu’s theorem (G. Bratu,
Sur les équations intégrales non linéaires, Bulletin de la Soc. Math. France, 42(1914),
113-142) using the positivity of Green’s function, monotone iteration technique and
the contraction principle. Some generalizations of Bratu’s result are also given.

The structure of the paper is the following one:

1. Introduction

2. Preliminaries

3. Heuristic considerations on particular solutions of Bratu equation

4. Some variants of Bratu theorem

5. Bratu-type problems

6. Other generalizations

7. Numerical aspects of Bratu-type problem.

The Reference list will conclude the paper.
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2. Preliminaries

2.1. Linear two point boundary value problem

Let L0 := − d2

dx2
+ p(x)

d

dx
and L := L0 + q(x), where p, q ∈ C[a, b]. We consider

the following two-point boundary value problem

L(u) = f (2.1)

l1(y; a) := a10y(a)− a11y′(a) = r1 (2.2)

l2(y; b) := a20y(b) + a21y
′(b) = r2 (2.3)

where f ∈ C[a, b], aij ≥ 0, i = 1, 2, j = 0, 1, a10 · a20 > 0 and r1, r2 ∈ R.
It is well known that if q(x) ≥ 0, for x ∈ [a, b], then the Green function for this

problem exists and is positive. However, the assumption q(x) ≥ 0 is not a necessary
condition for the positivity of the Green’s function. Moreover, we have the following
theorem of equivalent statements concerning the positivity of Green’s function.

Theorem 2.1. (I.A. Rus [47]) The following statements are equivalent:
(i) There exists a function v ∈ C2(]a, b[) ∩ C1[a, b] such that: v > 0 on [a, b],

(L0 + q)(v) > 0 on [a, b], l1(y; a) > 0 and l2(y; b) > 0.
(ii) The following implication holds:

y ∈ C2(]a, b[) ∩ C1[a, b], (L0 + q1)(y) = 0, l1(y; a) = 0, l2(y; b) = 0⇒ y = 0,

for each q1 ∈ C[a, b] with q1(x) ≥ q.
(iii) The following implication holds:

y ∈ C2(]c, d[) ∩ C1[c, d], (L0 + q)(y) = 0, l1(y; c) = 0, l2(y; d) = 0⇒ y = 0,

for each [c, d] ⊂ [a, b].
(iv) There exists the Green function G(x, s), corresponding to problem (2.1),

(2.2), (2.3), and G(x, s) ≥ 0, ∀ x, s ∈ [a, b].
(v) The first eigenvalue of the Sturm-Liouville problem

(L0 + q)(y) = λy,

l1(y; a) = 0, l2(y; b) = 0,

is positive.

By definition, we have the strong uniqueness property for the problem (2.1),
(2.2), (2.3) if one (i.e., all) of the statements, in the above Theorem 2.1, is a theorem.
In this case, we call the interval [a, b], a strong uniqueness interval.

In many results on boundary value problems, the condition q(x) ≥ 0 appears.
The problem is in which of them we can put a strong uniqueness condition instead of
q(x) ≥ 0 condition ?

In deep connection with this problem is the following notion. Let us consider the
second order linear differential equation

Ly := −y′′ + py′ + qy = 0, for x ∈ [a, b], where p, q ∈ C[a, b].

We suppose that [a, b] is not a strong uniqueness interval with respect to (L, l1, l2),
where l1(y)(a) = y(a) and l2(y)(b) = y(b).
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By definition, an interval [α, β[⊂ [a, b] is a maximum strong uniqueness interval
in [a, b] if [α, β] is not a uniqueness interval and each interval [c, d] ⊂ [α, β[ is a strong
uniqueness interval.
Let h(p, q) := min{β − α : [α, β[ is a maximum strong uniqueness interval in [a, b]}.
It is clear that h(p, q) > 0. An interesting problem is to give estimates for h(p, q) in
terms of p and q, see [41], [42], [4],[5], [47], [18], [46] (pp. 99-112).

Remark 2.2. For the Green function technique in nonlinear boundary value problems,
see [5], [24], [44], [45], [48], [4], [11], [30], [36], [40], [42], [38],...

2.2. Saturated contraction principle

In our paper, we shall use the following variant of the contraction principle.

Theorem 2.3. [49] Let (X, d) be a complete metric space and f : X → X be an
l-contraction. Then we have:

(i) There exists x∗ ∈ X such that

Ffn = {x∗}, ∀ n ∈ N∗.

(ii) For all x ∈ X, fn(x)→ x∗ as n→∞.

(iii) d(x, x∗) ≤ ψ(d(x, f(x))), ∀ x ∈ X, where ψ(t) =
t

1− l
, t ≥ 0.

(iv) If {yn}n∈N is a sequence in X such that

d(yn, f(yn))→ 0 as n→∞,

then yn → x∗ as n→∞.

(v) If {yn}n∈N is a sequence in X such that

d(yn+1, f(yn))→ 0 as n→∞,

then yn → x∗ as n→∞.

2.3. Fixed point of increasing operators

In this section, as a tool for the monotone iteration technique, two fixed point
theorems for increasing operators on an ordered Banach space (B,+,R,≤) are pre-
sented.

Theorem 2.4. [2] Let (B,+,R,≤) be an ordered Banach space and X ⊂ B be an order
convex subset of B. Let f : X → B be an operator. We suppose that:

(1) f is increasing and continuous;

(2) f is relatively compact on every order interval in X;

(3) there exist x, x̂ ∈ X with x < x̂ such that x ≤ f(x) and f(x̂) ≤ x̂.

Then:

(a) f has a minimum and a maximum fixed point in [x, x̂]. Moreover, we have

xmin = lim
n→∞

fn(x) and xmax = lim
n→∞

f(x̂).

(b) If, additionally, xmin ≥ xmax, then f
∣∣
[x,x̂]

is a PO.



Theoretical and numerical considerations on Bratu-type problems 33

Theorem 2.5. Let (B,+,R, ‖ · ‖,≤) be an ordered Banach space and

P := {x ∈ B | x ≥ 0}.
Let f, g : P → P be two operators. We suppose that:

(i) f and g are increasing and continuous;

(ii) f([0, x]) and g([0, x]) are compact subset for each x ∈ P ;
(iii) f ≤ g;
(iv) Fg = {x∗}.

Then:
(1) the interval [0, x∗] is invariant for f and g;
(2) g : [0, x∗]→ [0, x∗] is a Picard operator;
(3) {fn(0)}n∈N converges to the minimum fixed point of f in [0, x∗] and {fn(x∗)}

converges to the maximum fixed point of f in [0, x∗];
(4) if f has a unique fixed point in [0, x∗], then f : [0, x∗] → [0, x∗] is a Picard

operator.

Proof. (1) The fact that the interval [0, x∗] is invariant with respect to g follows
immediately by (i) and (iv). Let x ∈ [0, x∗]. Then 0 ≤ x ≤ x∗. By (i) and (iii) we have

0 ≤ f(0) ≤ f(x) ≤ f(x∗) ≤ g(x∗) = x∗.

Thus, [0, x∗] is invariant with respect to f .
(2) Take any x ∈ [0, x∗]. Then, by (i) and (iii), we have, for any n ∈ N∗, that

0 ≤ gn(x) ≤ x∗.

Consequently, the sequence {gn(x)}n∈N is contained in the compact set g([0, x]), and
thus, it has at least one limit point. By induction, it is easily seen that the sequence
{gn(0)}n∈N is increasing. This implies that it has exactly one limit point and that the
whole sequence converges to this point. Since g is continuous, {gn(0)}n∈N converges
to x∗. Thus, for any x ∈ [0, x∗], we have that

gn(0) ≤ gn(x) ≤ x∗, for any n ∈ N.
By passing to the limit we get the desired conclusion.

(3) The third conclusion follows by Theorem 2.4 (a).
(4) The last conclusion follows by Theorem 2.4 (b). �

Remark 2.6. For the fixed point theory in ordered sets and ordered Banach spaces
see [2], [3], [33], [25], [39], [50],...

3. Heuristic considerations on particular solutions of Bratu equation

Let us consider Bratu’s equation

−y′′ = λey, λ > 0. (Bλ)

We start this section with some remarks on the solutions y ∈ C2(R) of this
equation.

Remark 3.1. If y is a solution of (Bλ), then y is a strictly concave function. This
implies that y′ is a strictly decreasing function.
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Remark 3.2. If y is a solution of (Bλ), then:

(1) y(x+ c), x ∈ R is a solution of (Bλ), ∀ c ∈ R;

(2) y(−x+ c), x ∈ R is a solution of (Bλ), ∀ c ∈ R;

(3) c+ y
(
e
c
2x
)
, x ∈ R is a solution of (Bλ), ∀ c ∈ R.

Remark 3.3. Let y be a solution of (Bλ) such that there exists x0 ∈ R, with y′(x0) = 0.
Let z(x) = y(2x0 − x). We observe that: z(x0) = y(x0) and z′(x0) = −y′(x0) = 0. By
the uniqueness of the solution of Cauchy problem, we have that y(x) = z(x), ∀ x ∈ R,
i.e., y(x) = y(2x0 − x), ∀ x ∈ R. From this, it follows that y(x0 − x) = y(x + x0),
∀ x ∈ R, i.e., the graphic of y is symmetric with respect to the line, x = x0.

Now let us make the change of the function y, by ey =
1

u2
. Then for u we have

the equation

2(u′′u− u′2) = λ.

If u is such that u′′ = u and u2 − u′2 = 1, then y = ln
1

u2
is a solution of

(B2). Such a function u is, for example, u(x) = cosh(x). Therefore, the function
y(x) = −2 ln(coshx), x ∈ R is a solution of (B2).

In order to find a solution for (Bλ), let us try with

y(x) = −2 ln(c1 cosh c2x), x ∈ R, c1 ∈ R∗+, c2 ∈ R.

Such a function is a solution of (Bλ), if c1c2 =

√
λ

2
. By Remark 3.2(1), if

c1c2 =

√
λ

2
, the function

y(x) = −2 ln[c1 cosh(c2(x− x0) + c3)], x, x0, c3 ∈ R, c1, c2 ∈ R∗

is a solution of (Bλ).

Now we shall prove that, for each x0 ∈ R, this is the general solution of (Bλ).
For to do this, let us consider the Cauchy problem

−y′′ = λey, y(x0) = y0, y
′(x0) = y′0, x0, y0 ∈ R.

From the Cauchy problem, we have for c1, c2, c3, the following system of equations
c1c2 =

√
λ

2

c1 cosh c3 = e−
y0
2

c2 tanh c3 = −y
′
0

2

Since this system has a unique solution, the conclusion is obvious. Moreover, we have
the following result.

Theorem 3.4. The Cauchy problem for (Bλ) has a unique saturated solution defined
on R.
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From this theorem it follows that:
If y ∈ C2[0, b] or y ∈ C2(]0, b[) ∩ C[0, b] is a solution of Bratu problem

−y′′ = λey, λ > 0, y(0) = 0, y(b) = 0, b > 0 (Bλ,b)

then there exists a unique solution ỹ ∈ C∞(R) of (Bλ) such that ỹ
∣∣
[0,b]

= y.

4. Some variants of Bratu theorem

We start by considering the following problems (for λ > 0):
Bratu problem:

−y′′ = λey, y(0) = 0, y(b) = 0, b > 0 (Bλ,b)

Gelfand problem:

−y′′ = λey, y(−a) = y(a) = 0, a > 0 (Gλ,a)

Cauchy problem:

−y′′ = λey, y(0) = 0, y′(0) = µ > 0 (Cλ,µ)

Nicoletti problem:

−y′′ = λey, y(0) = 0, y(x0) = a, x0 > 0 (Nλ,x0)

For the problem (Bλ,b) the following result is well known.

Bratu Theorem. ([10], [12]) For each λ > 0, there exists b∗(λ) > 0 such that:
(1) for 0 < b < b∗(λ), the problem (Bλ,b) has two solutions;
(2) the problem (Bλ, b

∗(λ)) has a unique solution;
(3) for b > b∗(λ), the problem (Bλ,b) has no solution.
For each b > 0, there exists λ∗(b) such that:
(1′) for 0 < λ < λ∗(b), the problem (Bλ,b) has two solutions;
(2′) the problem (Bλ∗(b),b) has a unique solution;
(3′) for λ > λ∗(b), the problem (Bλ,b) has no solutions.

There exist some deep relations between the problems (Bλ,b), (Gλ,a), (Cλ,µ) and
(Nλ,x0).

For example, from Bratu’s Theorem we have:

Gelfand Theorem. ([23]) For each λ > 0 there exists a∗(λ) such that:
(1) for 0 < a < a∗(λ), the problem (Gλ,a) has two solutions;
(2) the problem (Gλ, a

∗(λ)) has a unique solution;
(3) for a > a∗(λ), the problem (Gλ,a) has no solutions.

Proof. y ∈ C2(R) is a solution of (Bλ,b) if and only if y

(
x+

b

2

)
is a solution of(

Gλ, b2

)
. See Remark 3.2(1) and Theorem 3.4.

From our remarks in Section 3, we also have:
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Theorem 4.1. (1) If y ∈ C2(R) is a solution of (Bλ,b), then y is a solution of
(
Nλ, b2

)
.

(2) If y ∈ C2(R) is a solution of (Nλ,x0
), then y is a solution of (Bλ,2x0

).
(3) If y∗ is the unique solution of (Bλ∗(b),b) then there exists a unique µ∗ > 0 such

that y∗ is a solution of (Cλ∗(b),µ∗). If 0 < λ < λ∗(b), then there exists µ1 < µ∗ < µ2

such that if yi is the unique solution of (Cλ,µi), then the solution set of (Bλ,b) is
{y1, y2}. Moreover, y1 < y∗ < y2.

In what follow, we shall study the problem (Bλ,b), where 0 < λ < λ∗(b). From
Theorem 4.1 it is clear that the problem (Bλ,b) has a unique solution in the order
interval [0, y∗]. On the other hand, the problem (Bλ,b) is equivalent to the fixed point
equation

y(x) = λ

∫ b

0

G(x, s)ey(s)ds, x ∈ [0, b]. (4.1)

Let Pλ : C([0, b],R+)→ C([0, b],R+), be defined by

Pλ(y)(x) := λ

∫ b

0

G(x, s)ey(s)ds, x ∈ [0, b]. (4.2)

Notice that the operator Pλ is completely continuous, increasing and
Pλ([0, y∗]) ⊂ Pλ([0, y∗]), for 0 < λ < λ∗(b). By Theorem 2.4 we have the follow-
ing result.

Theorem 4.2. For 0 < λ < λ∗(b), the mapping Pλ : [0, y∗] → [0, y∗] defined by (4.2)
is a Picard operator.

Proof. By Theorem 4.1, we get that FPλ = {yλ}. By Theorem 2.4 we obtain

Pnλ (0)→ yλ as n→∞ and Pnλ (y∗)→ yλ as n→∞.

Since Pλ is increasing, if y ∈ [0, y∗], then Pn(0) ≤ Pn(y) ≤ Pn(y∗). This implies that
Pn(y)→ yλ as n→∞. �

On the other hand, since λ > 0 and b > 0, then

‖Pλ(y)‖∞ ≤
λb2

8
e‖y‖∞ , for all y ∈ C([0, b],R+).

Let M > 0. If λ and b are such that
λb2

8
eM ≤ M , then the order interval

[0,M ] ⊂ C([0, b],R+) is invariant subset of Pλ. If, in addition,
λb2

8
eM < 1, then

Pλ : [0,M ] → [0,M ] is a contraction. Thus, in terms of the Saturated Contraction
Principle (see Theorem 2.3 or Theorem 1.1 in [49]) we can obtain more information
with respect to the solution of (Bλ,b) in [0,M ]. We have the following result.

Theorem 4.3. Let us consider the problem (Bλ,b). For 0 < λ < λ∗(b) and λb2 < 8
e ,

take any M ∈]0, ln 8
λb2 [. Then, the following conclusions hold:

(i) the problem (Bλ,b) has a unique solution y∗ in the order interval [0,M ] ⊂
C([0, b],R+);
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(ii) the sequence (yn)n∈N defined by

yn+1(x) := λ

∫ b

0

G(x, s)eyn(s)ds, x ∈ [0, b], n ∈ N,

(where y0 is arbitrary in the order interval [0,M ] ⊂ C([0, b],R+)) converges to y∗;

(iii) for every y from the order interval [0,M ] ⊂ C([0, b],R+) we have

‖y − y∗‖∞ ≤
1

1−K
‖y − Pλy‖∞,

where Pλ(y)(x) := λ
∫ b
0
G(x, s)ey(s)ds and K :=

λb2

8
eM ;

(iv) if (un)n∈N is a sequence in the order interval [0,M ] ⊂ C([0, b],R+) such
that

‖un − Pλun‖∞ → 0 as n→∞,
then un → y∗ as n→∞;

(iv) if (un)n∈N is a sequence in the order interval [0,M ] ⊂ C([0, b],R+) such
that

‖un+1 − Pλun‖∞ → 0 as n→∞,
then un → y∗ as n→∞.

Proof. Consider the fixed point equation equation (4.1) and the operator Pλ defined
by (4.2). By the above assumptions, we have that

λb2

8
eM ≤M and

λb2

8
eM < 1.

Thus, Pλ : [0,M ]→ [0,M ] and it is a contraction. The rest of the conclusions follow
from Theorem 1.1 in [49]. �

Remark 4.4. For a better understanding of this result it is useful to compare it with
Theorem 1 in [29].

5. Bratu-type problems

From the above considerations (see Section 3) on Bratu’s equation, we are mo-
tivated to adopt the following notions.

Let us consider the equation

−y′′ = λf(y) (Ef,λ)

where λ > 0, f ∈ C2(R) and f (k)(t) > 0, for all t ∈ R and k ∈ {0, 1, 2}. Since f is
locally Lipschitz, each Cauchy problem associated to (Ef,λ) has a unique saturated
solution y ∈ C2(]x−, x+[). We suppose that: x− = −∞ and x+ = +∞.

By definition, the equation (Ef,λ) is of Bratu-type if the above conditions are
satisfied. In this case, we denote it by (BT (f, λ)).

As in Section 3, we have:
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Remark 5.1. If y is a solution of (BT (f, λ)) then:
(1) y is strictly concave function;
(2) the function x 7→ y(x+ c), x ∈ R, is a solution of (BT (f, λ)), for all c ∈ R;
(3) the function x 7→ y(−x+ c), x ∈ R, is a solution of (BT (f, λ)), for all c ∈ R;
(4) if y′(x0) = 0, then y(x0 − x) = y(x0 + x), ∀ x ∈ R;
(5) if y(0) = 0, y′(x0) = 0, 0 < x0, then y(2x0) = 0;
(6) if y(a) = 0, y(b) = 0, a < b, then y′(a) > 0, y′(b) < 0 and y(x) > 0,

∀ x ∈]a, b[.

By definition, we call the problem{
−y′′ = λf(y)
y(0) = 0, y(b) = 0, 0 < b,

the Bratu-type problem. We denote it by (BT (f, λ, b)).
For the Bratu-type problem, we have the following result.

Theorem 5.2. For each λ > 0, there exists b∗(λ) > 0 such that:
(1) for 0 < b < b∗(λ), the problem (BT (f, λ, b)) has two solutions;
(2) the problem (BT (f, λ, b∗(λ))) has a unique solution;
(3) for b > b∗(λ), the problem (BT (f, λ, b)) has no solution.
For each b > 0, there exists λ∗(b) such that:
(1′) for 0 < λ < λ∗(b), the problem (BT (f, λ, b)) has two solutions;
(2′) the problem (BT (f, λ∗(b), b)) has a unique solution;
(3′) for λ > λ∗(b), the problem (BT (f, λ, b)) has no solutions.

Proof. Let g(t) =

∫ t

0

f(s)ds + 1. In terms of g, the Bratu-type problem takes the

following form

−y′′ = λg′(y), y(0) = 0, y(b) = 0.

If y is a solution of this problem, then y′(0) = µ > 0, and from

−2y′y′′ = 2λy′g′(y),

we have that

−y′2(x) + µ2 = 2λg(y(x))− 2λ, ∀ x ∈ [0, b].

From now on, we follow Bratu’s proof of his theorem. �

6. Other generalizations

In this section, we shall consider the following boundary value problem with
increasing nonlinearity (see $ 2.2), denoted by (BV P ):{

L(y) := −y′′ + p(x)y′ + q(x)y = f(x, y)

l1(y)(a) = 0, l2(y)(b) = 0

where p, q ∈ C[a, b], f ∈ C([a, b]× R+), f(x, t) > 0, for all x ∈ [a, b], t ∈ R+, and the
interval [a, b] is a strong uniqueness interval with respect to (L, l1, l2).
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Let us denote

S+(BV P ) := {y ∈ C2([a, b],R+) | y is a solution of (BV P )}.

The problem (BV P ) is equivalent to the fixed point equation (in C([a, b],R+),

y(x) =

∫ b

a

G(x, s)f(s, y(s))ds, x ∈ [a, b], (IE)

where G(x, s) is the Green function corresponding to (L, l1, l2).
Since [a, b] is a strong uniqueness interval, hence G(x, s) ≥ 0, ∀ x, s ∈ [a, b].
We consider the operator P : C([a, b],R+)→ C([a, b],R+) defined by

P (y)(x) := second part of (IE).

It is clear that S+(BV P ) = FP .
For the problem (BV P ), we have the following result:

Theorem 6.1. In addition, we suppose that:
(1) f(x, ·) : R+ → R+ is strictly increasing, ∀ x ∈ [a, b];
(2) the (BV P ) has a positive strict supersolution denoted by ŷ.
In these conditions we have that:
(i) the ordered set (S+(BV P ),≤) has a minimum element ymin (see [39]);
(ii) ymin = lim

n→∞
Pn(0), in (C([a, b],R+, ‖ · ‖∞));

(iii) if limPn(ŷ) = ymin, then P
∣∣
[0,ŷ]

is PO.

Proof. First, we remark that the operator P is completely continuous and strictly
increasing. Moreover, 0 is a strict lower fixed point of P . Now the proof follows from
Theorem 3.4.

Remark 6.2. If q(x) ≥ 0, then Theorem 6.1 generalizes some results given in [31], [2],
[3], [43],...

Example 6.3. We consider the boundary value problem

L(y) =

m∑
k=1

λke
ukx, x ∈ [a, b],

l1(y)(a) = 0, l2(y)(b) = 0.

If λk > 0 and µk > 0, then this problem satisfies the conditions of Theorem 6.1.

In what follows, we shall use Hadamard linearized technique to study some
semilinear problems. Let us consider the following second-order linear differential
equations

Ly := −y′′ + py′ + qy = 0, for x ∈ [a, b], where p, q ∈ C[a, b] (6.1)

and

Ly := −y′′+py′+qy = f(x, y), for x ∈ [a.b], p, q ∈ C[a, b] and f ∈ C([a, b]×J), (6.2)
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with J ⊂ R a nondegenerate interval.
If y ∈ C2[a, b] is a nontrivial solution of (6.1) such that y(x) ≥ 0 for every x ∈ [a, b],
then y(x) > 0 for every x ∈]a, b[.

By this well-known property, we have the following lemma.

Lemma 6.4. We suppose that ∂f
∂y ∈ C[a, b]× J). If y1, y2 ∈ C2[a, b] are two solutions

of (6.2) such that y1(x) ≤ y2(x) for every x ∈ [a, b], then y1(x) < y2(x) for every
x ∈]a, b[.

Proof. We have that

L(y2 − y1)(x) = f(x, y1(x))− f(x, y2(x)) =∫ 1

0

∂f

∂y
(x, y1(x) + t (y2(x)− y1(x))) dt · (y2 − y1)(x),

i.e., u := y2 − y1 is a solution of the linear equation

Lu(x)−Q(x, y1(x), y2(x))u(x) = 0,

where Q(x, y1(x), y2(x)) :=
∫ 1

0
∂f
∂y (x, y1(x) + t (y2(x)− y1(x))) dt. Since y1(x) ≤ y2(x)

for every x ∈ [a, b], then y1(x) < y2(x) for every x ∈]a, b[. �
By the above lemma, we also have the following theorem.

Theorem 6.5. We suppose that the following assumptions hold:
(1) ∂f

∂y ∈ C[a, b]× J);

(2) ∂f
∂y (x, t) < 0 for every x ∈ [a, b] and t ∈ J ;

(3) the interval [a, b] is a strong uniqueness interval corresponding to (L, l1, l2),
where l1(y)(a) = y(a) and l2(y)(b) = y(b).

Then, the boundary value problem{
L(y) := −y′′ + p(x)y′ + q(x)y = f(x, y), x ∈ [a, b]

y(a) = 0, y(b) = 0

has at most a solution.

Proof. Let y1, y2 ∈ C2[a, b] are two solutions of (6.5) and u := y2 − y1. Then u is a
solution of the linear equation

Lu(x)−Q(x, y1(x), y2(x))u(x) = 0,

where Q(x, y1(x), y2(x)) was introduced in Lemma 6.4 and has the property that
Q(x, y1(x), y2(x))u(x) < 0 for every x ∈ [a, b]. Thus q(x)−Q(x, y1(x), y2(x))u(x) > 0
for every x ∈ [a, b]. By (3) and Theorem 2.1 (ii), we get that u := 0. �

Another result in the linear case is the following Sturm comparison theorem
([34], [46], [48], [24]).

Let p, q1, q2 ∈ C[a, b] with q1(x) < q2(x) for every x ∈ [a, b]. Let y be a nontrivial
solution of

L(y) := −y′′ + p(x)y′ + q1(x)y = 0, x ∈ [a, b]

and z be a notrivial solution of

L(z) := −z′′ + p(x)z′ + q2(x)z = 0, x ∈ [a, b].
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If z(a) = z(b) = 0, then there exists x0 ∈]a, b[ such that y(x0) = 0. By this result, we
immediately obtain the following theorem.

Theorem 6.6. We consider the boundary value problem (6.5). We suppose that the
following assumptions hold:

(1) ∂f
∂y ∈ C[a, b]× J);

(2) ∂f
∂y (x, ·) : J → R is strictly increasing for every t ∈ J .

Then, each totally ordered subset of the solution set of (6.5) has at most two
elements.

Proof. Let y1 ≤ y2 ≤ y3 three solutions of (6.5). By Lemma 6.4 we get that y1 < y2 <
y3 for every x ∈]a, b[. Let y := y3 − y1 and z := y2 − y1. Then

Ly(x)−Q(x, y1(x), y3(x))y(x) = 0,

and

Lz(x)−Q(x, y1(x), y2(x))z(x) = 0,

for every x ∈ [a, b]. Since ∂f
∂y (x, ·) is strictly increasing for every t ∈ J and y(x) > z(x)

for every x ∈]a, b[, by Sturm comparison theorem we get that y must change the
sign in ]a, b[. Since y(x) > 0 for every x ∈]a, b[, this is a contradiction to our initial
assumption. The proof is complete. �

Remark 6.7. For similar results to Theorem 6.6 see [44] (pp. 253-254) and the refer-
ences therein. Another result for the boundary value problem (6.5) can be obtained
by Theorem 2.4.

7. Numerical analysis of Bratu type problems

We know that Bratu’s problem (1.1) has the exact solution of the form:

y(x) = −2 log

(
cosh[(x− 1

2 ) θ2 ]

cosh θ
4

)
,

where θ is the solution of the equation

θ =
√

2λ cosh
θ

4
. (7.1)

To get numerical approximations for the solutions of the equation (7.1) we apply
the Newton’s method for finding the roots of the function

ϕ (θ) = θ −
√

2λ cosh
θ

4
,

defined by

θn+1 = θn −
ϕ (θn)

ϕ′ (θn)
, (7.2)
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with a starting value θ0 ∈ [a, b] chosen such that in [a, b] equation (7.1) has only one
solution and ϕ′ (θ0) 6= 0. It is clear that ϕ ∈ C2 (R) is a concave function with a
maximum in

θ∗ (λ) = 4arc sinh

(
4√
2λ

)
.

Figure 1. The graph of ϕ (θ) for λ = 3.

The existence of the critical value λc comes from the condition that, in order
to have solutions for the equation (7.1), the maximum value ϕ (θ∗ (λ)) should be
nonnegative. Thus, λc is obtained as a solution of

ϕ (θ∗ (λ)) = 0,

and, in the case of Bratu’s problem (1.1), we have λc ≈ 3.513830719.

If 0 < λ < λc, then ϕ (θ∗ (λ)) > 0 and the equation has two solutions
θ1 (λ), θ2 (λ). Since ϕ (0) < 0 and lim

θ→+∞
ϕ (θ) = −∞ then θ1 (λ) ∈ (0, θ∗ (λ)) and

θ2 (λ) ∈ (θ∗ (λ) ,+∞). In order to get a numerical approximation of θ1 (λ), respec-
tively, of θ2 (λ), we may choose as a starting value θ0 ∈ (0, θ∗ (λ)), respectively,
θ0 ∈ (θ∗ (λ) , θ∗ (λ) + ε) for some ε > 0.

If λ = λc then ϕ (θ∗ (λc)) = 0, so θ∗ (λc) is the unique solution of (7.1). This
value can be obtained as the limit θ1 (λ) or θ2 (λ) when λ→ λc.

In the case of λ = 3, we have

θ∗ (3) = 4 arcsinh

(
2

3

√
6

)
≈ 5.065364187

and the following iterations:
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θ0 = 0 θ0 = 10
θ1 = 2.4494897427831780982 8.1438003057516703864
θ2 = 3.2377069463405279948 7.0734727359775392946

...
...

...
θ10 = 3.3735077642858915405 6.5765692592543752601

...
...

...
θ19 = 3.3735077642858915405 6.5765692592543752601
θ20 = 3.3735077642858915405 6.5765692592543752601

For different values of λ < λc, we obtain the following approximating values for θ1 (λ)
and θ1 (λ):

λ θ1 (λ) θ2 (λ)
1 1.5171645990507543685 10.938702772122106800
2 2.3575510538774020426 8.5071995707130261296
3 3.3735077642858915407 6.5765692592543752601

3.513 4.7374700066634551382 4.8604846857553034188
3.513830719125 4.7987137042679359281 4.7987154177935504693

Figure 2. The graph of Bratu’s problem solutions for different
values of λ.
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