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Admissible classes of analytic functions
associated with generalized Struve functions
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Abstract. In the present paper, by considering suitable classes of admissible func-
tions we investigate some strong differential subordination as well as superordina-
tion results for analytic functions associated with normalized form of the gener-
alized Struve functions. As a consequence of these results, new strong differential
sandwich-type results are obtained.
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1. Introduction and motivations

Denote by H(U), the class of functions which are analytic in the open unit disk

U := {z ∈ C : |z| < 1}.

For a ∈ C, n ∈ N := {1, 2, 3, · · · }, let

H[a, n] = {f ∈ H(U) : f(z) = a+ anz
n + an+1z

n+1 + · · · },

with H0 ≡ H[0, 1] and H ≡ H[1, 1].
Let A denote the class of all normalized analytic functions in U of the form:

f(z) = z +

∞∑
n=1

an+1z
n+1 (z ∈ U). (1.1)

For f, g ∈ A, where f given by (1.1) and g is defined by

g(z) = z +

∞∑
n=1

bn+1z
n+1 (z ∈ U),
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the Hadamard product (or convolution) of f and g, denoted by f ∗ g is defined as

(f ∗ g)(z) = z +

∞∑
n=1

an+1bn+1z
n+1 = (g ∗ f)(z).

Let f, F ∈ H(U). The function f is said to be subordinate to F , or equivalently F
is said to be superordinate to f , if there exists a function ω(z) analytic in U, with
ω(0) = 0 and |ω(z)| < 1 such that f(z) = F (w(z)) (z ∈ U). In such a case, we
write f(z) ≺ F (z) (z ∈ U). Furthermore, if the function F is univalent in U, then
f(z) ≺ F (z)⇐⇒ f(0) = F (0) and f(U) ⊂ F (U) (see [4]).
Now we consider the following second-order linear non-homogeneous differential equa-
tion [14, page 341]):

z2w′′(z) + zw′(z) + (z2 − p2)w(z) =
4
(
z
2

)p+1

√
πΓ(p+ 1

2 )
, (1.2)

where z ∈ C and Γ stands for the Euler’s gamma function. The solution of the
homogeneous part is the Bessel’s function of order p, where p is a real or complex
number. The particular integral of (1.2) is called the Struve function of order p, given
by

Hp(z) =

∞∑
n=0

(−1)n

Γ(n+ 3
2 )Γ(p+ n+ 3

2 )

(z
2

)2n+p+1

(z ∈ C). (1.3)

The differential equation

z2w′′(z) + zw′(z)− (z2 + p2)w(z) =
4
(
z
2

)p+1

√
πΓ(p+ 1

2 )
, (1.4)

differs from (1.2) only in the coefficient of w. The particular integral of (1.4) is called
the modified Struve function of order p and is given by [14, page 353]:

Lp(z) =− ie−
ipπ
2 Hp(iz)

=

∞∑
n=0

(
z
2

)2n+p+1

Γ(n+ 3
2 )Γ(p+ n+ 3

2 )
(z ∈ C). (1.5)

Further, let us consider the second-order linear non-homogeneous differential equation
of the form (see [6]):

z2w′′(z) + bzw′(z) + [cz2 − p2 + (1− b)p]w(z) =
4
(
z
2

)p+1√
(π)Γ(p+ b

2 )
(b, c, p ∈ C). (1.6)

Taking b = c = 1 and b = 1, c = −1 in equation (1.6), we get (1.2) and (1.4)
respectively. Thus, (1.6) is the generalizes (1.2) and (1.4). This permits us to study
the Struve and modified Struve function together. The function wp,b,c(z), called the
generalized Sturve function of order p is defined to be the particular integral of (1.6).
Moreover, the function wb,p,c(z) has the following familiar representation:

wp,b,c(z) :=

∞∑
n=0

(−c)n

Γ(n+ 3
2 )Γ(p+ n+ (b+2)

2 )

(z
2

)2n+p+1

(z ∈ C). (1.7)
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Note that, the series (1.7) is convergent everywhere but generally not univalent in the
open unit disk U.
Recently, Raza and Yağmur [12] (see also, [13]) considered the function ϕp,b,c(z) de-
fined in terms of the generalized Struve function wp,b,c(z) by the transformation

ϕp,b,c(z) = 2p
√

(π)Γ(p+
b+ 2

2
)z
−p+1

2 wp,b,c(
√
z)

= z +

∞∑
n=1

(−c
4

)n(
3
2

)
n

(ν)n
zn+1

(
ν = p+

b+ 2

2
/∈ Z−0 := {0,−1,−2, · · · }, b, p, c ∈ C

)
,

where (λ)n denotes the Pochhammer (or Appell) symbol defined by

(λ)n =
Γ(λ+ n)

Γ(λ)
=

{
1 (n = 0, λ ∈ C \ {0})
λ(λ+ 1) · · · (λ+ n− 1) (n ∈ N, λ ∈ C).

For convenience of notation, we write ϕν,c(z) = ϕp,b,c(z). Now, we introduce a new
operator J cν : A −→ A which is defined by means of Hadamard product as

J cν f(z) = ϕν,c(z) ∗ f(z) = z +

∞∑
n=1

(−c)n

4n
(
3
2

)
n

(ν)n
an+1z

n+1 (z ∈ U). (1.8)

It is easy to verify from (1.8) that

z(J cν+1f(z))′ = νJ cν f(z)− (ν − 1)J cν+1f(z). (1.9)

We need the following definitions and lemmas in order to investigate our main results.

Definition 1.1. (see [7, 8]) Let H(z, ξ) be analytic in U×Ū and let f(z) be analytic and
univalent in U. Then the function H(z, ξ) is said to be strongly subordinate to f(z),
or f(z) is said to be strongly superordinate to H(z, ξ), written as H(z, ξ) ≺≺ f(z),
if for ξ ∈ Ū, H(z, ξ) as the function of z is subordinate to f(z). We note that (see
[1, 2, 11])

H(z, ξ) ≺≺ f(z) (z ∈ U, ξ ∈ Ū)⇐⇒ H(0, ξ) = f(0) and H(U× Ū) ⊂ f(U).

Definition 1.2. (see [4, 11]) Let φ : C3 × U × Ū −→ C and let h(z) be univalent
in U. If p(z) is analytic in U and satisfies the following (second-order) differential
subordination:

φ(p(z), zp′(z), z2p′′(z), z; ξ) ≺≺ h(z) (z ∈ U; ξ ∈ Ū), (1.10)

then p(z) is called a solution of the strong differential subordination. The univalent
function q(z) is called a dominant of the solutions of the strong differential subordi-
nation or more simply a dominant, if p(z) ≺ q(z) (z ∈ U) for all p(z) satisfying (1.10).
A dominant q̃(z) that satisfies q̃(z) ≺ q(z) (z ∈ U) for all dominants q(z) of (1.10) is
said to be the best dominant.

Recently, Oros [9] introduced the following notion of strong differential superor-
dination as the dual concept of strong differential subordination.
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Definition 1.3. (see [5, 9]) Let ϕ : C3 × U × Ū −→ C and let h(z) be analytic in U.
If p(z) and ϕ(p(z)zp′(z), z2p′′(z); z, ξ) are univalent in U for ξ ∈ Ū and satisfy the
following (second-order) strong differential superordination:

h(z) ≺≺ ϕ(p(z), zp′(z), z2p′′(z); z, ξ) (z ∈ U, ξ ∈ Ū), (1.11)

then p(z) is called a solution of the strong differential superordination. An analytic
function q(z) is called a subordinant of the solution of the strong differential super-
ordination or more simply a subordinant if q(z) ≺ p(z) for all p(z) satisfying (1.11).
A univalent subordinant q̃(z) that satisfies q(z) ≺ q̃(z) for all subordinants q(z) of
(1.11) is said to be the best subordinant.

Denote by Q, the class of functions q that are analytic and injective on Ū\E(q),
where

E(q) = {ζ ∈ ∂U : limz−→ζq(z) =∞},
and are such that q′(ζ) 6= 0 for ζ ∈ ∂U\E(q). Further, let the subclass of Q for which
q(0) = a be denoted by Q(a), Q(0) ≡ Q0 and Q(1) ≡ Q1.

Definition 1.4. (see [11]) Let Ω be a set in C, q(z) ∈ Q and n ∈ N. The class of
admissible functions ψn[Ω, q] consists of those functions ψ : C3 × U × Ū −→ C that
satisfy the admissiblility condition ψ(r, s, t; z, ξ) /∈ Ω whenever

r = q(ζ), s = αζq′(ζ) and <
(
t

s
+ 1

)
≥ α<

{
1 +

ζq′′(ζ)

q′(ζ)

}
,

for z ∈ U, ζ ∈ ∂U \E(q), ξ ∈ Ū; α ≥ n. In particular, for n = 1, we write ψ1[Ω, q] as
ψ[Ω, q].

Definition 1.5. (see [9]) Let Ω be a set in C and q ∈ H[a, n] with q′(z) 6= 0. The class
of admissible functions ψ′n[Ω, q] consists of those functions

ψ : C3 × U× Ū −→ C

that satisfy the admissibility condition:

ψ(r, s, t; ζ, ξ) ∈ Ω

whenever

r = q(z), s =
zq′(z)

m
and <

(
t

s
+ 1

)
≤ 1

m
<
{

1 +
zq′′(z)

q′(z)

}
,

for z ∈ U, ξ ∈ Ū, ζ ∈ ∂U and m ≥ n ≥ 1. In particular, for n = 1, we denote ψ′1[Ω, q]
as ψ′[Ω, q].

For the above two classes of admissible functions, the following results have been
proved by earlier authors (see, for details [9, 11]).

Lemma 1.6. (see [11]) Let ψ ∈ ψn[Ω, q] with q(0) = a. If p ∈ H[a, n] satisfies

ψ(p(z), zp′(z), z2p′′(z); z, ξ) ∈ Ω,

then

p(z) ≺ q(z) (z ∈ U).
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Lemma 1.7. (see [9]) Let ψ ∈ ψ′n[Ω, q] with q(0) = a. If the analytic function p(z) ∈
Q(a) and

ψ(p(z), zp′(z), z2p′′(z); z, ξ)

is univalent in U for ξ ∈ Ū, then

Ω ⊂ {ψ(p(z), zp′(z), z2p′′(z); z, ξ) : z ∈ U, ξ ∈ Ū}

implies the following subordination relationship:

q(z) ≺ p(z) (z ∈ U).

Results dealing with the first-order and the second-order strong differential sub-
ordination and strong differential superordination for analytic functions in the open
unit disk are available in literature. In recent years, several authors obtained many
interesting results involving various linear and non-linear operators associated with
strong differential subordination and superordination (see [1, 3, 8, 9, 10, 11, 14]).
By making use of the strong differential subordination and superordination results
of Oros and Oros [9, 11], under certain classes of admissible functions we investigate
some strong differential subordination and strong differential superordination results
of analytic functions associated with the operator J cν defined by (1.8). Further, we
find sufficient conditions for suitable classes of admissible functions so that

q1(z) ≺ J cν+1f(z) ≺ q2(z)

holds true for suitable univalent functions q1 and q2 with q1(0) = q2(z) = 0.

2. Subordination results

We need the following class of admissible functions in order to prove the subor-
dination results associated with the operator J cν defined by (1.8).

Definition 2.1. Let Ω be a set in C, q ∈ Q0 ∩H0, <(ν) > 0 . The class of admissible
functions φJ [Ω, q] consists of those functions φ : C3 × U × Ū −→ C that satisfy the
admissibility condition:

φ(u, v, w; z, ξ) /∈ Ω,

whenever

u = q(ζ), v =
αζq′(ζ) + (ν − 1)q(ζ)

ν
,

and

<
{
ν(ν − 1)w − (ν − 1)(ν − 2)u

νv − (ν − 1)u
+ (3− 2ν)

}
≥ α<

(
1 +

ζq′′(ζ)

q′(ζ)

)
,

(z ∈ U; ζ ∈ ∂U \ E(q), ξ ∈ Ū, α ≥ 1).

Theorem 2.2. Let φ ∈ φJ [Ω, q]. If f ∈ A satisfies{
φ
(
J cν+1f(z),J cν f(z),J cν−1f(z)

)
: z ∈ U, ξ ∈ Ū

}
⊂ Ω, (2.1)

then

J cν+1f(z) ≺ q(z) (z ∈ U).
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Proof. Define the function p(z) by

p(z) = J cν+1f(z) (z ∈ U). (2.2)

Clearly p(z) is analytic in U with p(0) = 0. Differentiating (2.2) with respect to z and
making use of identity (1.9) in the resulting equation, we get

J cν f(z) =
zp′(z) + (ν − 1)p(z)

ν
. (2.3)

Further, a simple calculation shows that

J cν−1f(z) =
z2p′′(z) + 2(ν − 1)zp′(z) + (ν − 1)(ν − 2)p(z)

ν(ν − 1)
(2.4)

Now, define the transformations from C3 to C by

u = r, v =
(ν − 1)r + s

ν
, w =

(ν − 1)(ν − 2)r + 2(ν − 1)s+ t

ν(ν − 1)
. (2.5)

Let

ψ(r, s, t; z, ξ) = φ(u, v, w; z, ξ)

= φ

(
r,

(ν − 1)r + s

ν
,

(ν − 1)(ν − 2)r + 2(ν − 1)s+ t

ν(ν − 1)
; z, ξ

)
. (2.6)

If we use equations (2.2) -(2.4), we find from (2.6) that

ψ(p(z), zp′(z), z2p′′(z); z, ξ) = φ(Jν+1f(z),J cν f(z),J cν−1; z, ξ).

Hence (2.1) becomes

ψ(p(z), zp′(z), z2p′′(z); z, ξ) ∈ Ω.

The proof is completed if it can be shown that the admissibility condition for φ ∈
φJ [Ω, q] in Definition 2.1 is equivalent to the the admissibility condition for ψ as given
in Definition 1.4.
From (2.5), it follows that

t

s
+ 1 =

ν(ν − 1)w − (ν − 1)(ν − 2)u

νv − (ν − 1)u
+ (3− 2ν),

and hence ψ ∈ ψ[Ω, q]. By Lemma 1.6 we have

p(z) ≺ q(z) (z ∈ U),

or, equivalently,

J cν+1f(z) ≺ q(z) (z ∈ U).

Thus, the proof of Theorem 2.2 is completed. �

Corollary 2.3. The conclusion of Theorem 2.2 can be written in the generalized form
as:

{φ(J cν+1f(z),J cν f(z),J cν−1f(z);ω(z), ξ)} ⊂ Ω,

then

J cν+1f(z) ≺ q(z) (z ∈ U),

where ω(z) is any mapping from U onto U.
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If Ω 6= C is a simply connected domain and Ω = h(U) for some conformal
mapping h of U onto Ω, then the class φJ [h(U, q)] is written as φJ [h, q].
The following result is an immediate consequence of Theorem 2.2.

Theorem 2.4. Let φ ∈ φJ [h, q]. If f ∈ A satisfies

φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ) ≺≺ h(z) (z ∈ U, ξ ∈ Ū), (2.7)

then
Jν+1f(z) ≺ q(z) (z ∈ U).

The following result is an extension of Theorem 2.2 where the behaviour of q on
∂U is not known.

Corollary 2.5. Let Ω ⊂ C and q be univalent in U with q(0) = 0. Let φ ∈ φJ [Ω, qρ]
for some ρ ∈ (0, 1) where qρ(z) = q(ρz). If f ∈ A satisfies

φ(J cν+1f(z),J cν f(z),J cν−1f(z), z, ξ) ∈ Ω,

the
Jν+1f(z) ≺ q(z) (z ∈ U).

Proof. From Theorem 2.2, it follows that

J cν+1f(z) ≺ qρf(z).

Since qρ(z) ≺ q(z), hence the result follows. �

Theorem 2.6. Let h and q be univalent in U with q(0) = 0. Set qρ(z) = q(ρz) and
hρ(z) = h(ρz). Let φ : C3 × U× Ū −→ C satisfies one of the following conditions:

(i) φ ∈ φJ [h, qρ] for some ρ ∈ (0, 1) or
(ii) there exists ρ0 ∈ (0, 1) such that φ ∈ φJ [hρ, qρ] for all ρ ∈ (ρ0, 1).

If f ∈ A satisfies (2.7), then

J cν+1f(z) ≺ q(z) (z ∈ U).

Proof. Case(i). By applying Theorem 2.2, we obtain p(z) ≺ qρ(z). Since qρ ≺ q, we
have p(z) ≺ q(z).i.e

J cν+1f(z) ≺ q(z) (z ∈ U).

Case(ii). If we let pρ(z) = p(ρz), then

φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ)

= φ
(
pρ(z),

(ν−1)pρ(z)+zp′ρ(z)
ν ,

z2p′′ρ (z)+2(ν−1)zp′ρ(z)+(ν−1)(ν−2)pρ(z)
ν(ν−1) ; z, ξ

)
= φ

(
p(ρz), (ν−1)p(ρz)+zp

′(ρz)
ν , z

2p′′(ρz)+2(ν−1)zp′(ρz)+(ν−1)(ν−2)p(ρz)
ν(ν−1) ; ρz, ξ

)
∈ hρ(U).

By making use of Corollary 2.3 with ω(z) = ρz, we obtain pρ(z) ≺ qρ(z) for
ρ ∈ (ρ0, 1). By letting ρ −→ 1 we obtain

p(z) ≺ q(z)
i.e.

J cν+1f(z) ≺ q(z) (z ∈ U). �

Next theorem gives the best dominant of the strong differential subordination (2.7).
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Theorem 2.7. Let h(z) be univalent in U and φ : C3 ×U× Ū −→ C. Suppose that the
differential equation

φ
(
q(z), zq

′(z)+(ν−1)q(z)
ν , z

2q′′(z)+2(ν−1)zq′(z)+(ν−1)(ν−2)q(z)
ν(ν−1) ; z, ξ

)
= h(z) (2.8)

has a solution q(z) with q(0) = 0 and satisfies any one of the following conditions:

(i) q ∈ Q0 and φ ∈ φJ [h, q].

(ii) q is univalent in U and φ ∈ φJ [h, qρ] for some ρ ∈ (0, 1), or

(iii) q is univalent in U and there exists ρ0 ∈ (0, 1) such that φ ∈ φJ [hρ, qρ] for
all ρ ∈ (ρ0, 1).
If f ∈ A satisfies (2.7) and φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ) is analytic in U, then

J cν+1f(z) ≺ q(z) (z ∈ U),

and q is the best dominant.

Proof. By applying Theorem 2.4 and Theorem 2.6 we deduce that q is dominant of
(2.7). Since q satisfies (2.8), it is also a solution of (2.7) and therefore q will be the
dominant of all dominants of (2.7). Hence q will be the best dominant of (2.7). �

In the particular case when q(z) = Mz(M > 0) and in view of Definition 2.1,
the class of admissible functions φJ [Ω, q] denoted by φJ [Ω,M ] is described below.

Definition 2.8. Let Ω be a set in C, ν ∈ C with ν 6= 0, 1 and M > 0. The class of
admissible functions φJ [Ω,M ] consists of those functions φ : C3 × U× Ū −→ C such
that

φ

(
Meiθ,

α+ ν − 1

ν
Meiθ,

L+ [2(ν − 1)α+ (ν − 1)(ν − 2)]Meiθ

ν(ν − 1)
; z, ξ

)
/∈ Ω, (2.9)

(z ∈ U, ξ ∈ Ū, <(Le−iθ) ≥ α(α− 1)M, θ ∈ R, α ≥ 1).

Corollary 2.9. Let φ ∈ φJ [Ω,M ]. If f ∈ A satisfies

φ(J cν+1f(z),J cν f(z),Jν−1f(z); z, ξ) ∈ Ω (z ∈ U, ξ ∈ Ū),

then

J cν+1f(z) ≺Mz (z ∈ U).

In the special case Ω = q(U) = {w : |w| < M}, the class φJ [Ω,M ] is simply
denoted by φJ [M ].

Corollary 2.10. Let φ ∈ φJ [M ]. If f ∈ A satisfies

|φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ)| < M (z ∈ U, ξ ∈ Ū),

then

|J cν+1f(z)| < M (z ∈ U).
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3. Superordination and sandwich-type results

In this section, strong differential superordination, the dual problem of strong
differential subordination for generalized Struve function defined as (1.8) is investi-
gated. For this purpose, we define the class of admissible functions as follows:

Definition 3.1. Let Ω be a set in C, q ∈ H[0, 1] with q′(z) 6= 0, <(ν) > 0. The class
of admissible functions φ′J [Ω, q] consists of those functions φ : C3×U× Ū −→ C that
satisfy the admissibility condition

φ(u, v, w; ζ, ξ) ∈ Ω,

whenever

u = q(z), v =
zq′(z) +m(ν − 1)

mν
q(z),

and

<
[
ν(ν − 1)w − (ν − 1)(ν − 2)u

νv − (ν − 1)u
+ (3− 2ν)

]
≤ 1

m
<
(

1 +
zq′′(z)

q′(z)

)
(z ∈ U, ξ ∈ Ū, ζ ∈ ∂U, m ≥ 1).

Theorem 3.2. Let φ ∈ φ′J [Ω, q]. If f ∈ A, J cν+1f(z) ∈ Q0 and

φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ)

is univalent in U, then

Ω ⊂
{
φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ) : z ∈ U, ξ ∈ Ū

}
(3.1)

implies the following subordination result holds

q(z) ≺ J cν+1f(z) (z ∈ U).

Proof. Let

p(z) = J cν+1f(z).

Then, from (2.6) and (3.1) we obtain

Ω ⊂
{
ψ(p(z), zp′(z), z2p′′(z); z, ξ) : z ∈ U, ξ ∈ Ū

}
.

Since
t

s
+ 1 =

ν(ν − 1)w − (ν − 1)(ν − 2)u

νv − (ν − 1)u
+ (3− 2ν),

the admissibility condition for φ ∈ φ′J [Ω, q] in Definition 3.1 is equivalent to the
admissibility condition for ψ as given in Definition 1.5. Hence ψ ∈ ψ′[Ω, q] and by
Lemma 1.7,

q(z) ≺ p(z) (z ∈ U),

or equivalently,

q(z) ≺ J cν+1f(z) (z ∈ U). �

If Ω 6= C is a simply connected domain, then Ω = h(U) for some conformal
mapping h of U onto Ω. In this case, the class φ′J [h(U), q] is written as φ′J [h, q]. The
following result is the immediate consequence of Theorem 3.2.
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Theorem 3.3. Let q ∈ H[0, 1], h be analytic in U and φ ∈ φ′J [h, q]. If f ∈ A,
J cν+1f(z) ∈ Q0 and

φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ)

is univalent in U, then

h(z) ≺≺ φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ) (z ∈ U, ξ ∈ Ū), (3.2)

implies

q(z) ≺ J cν+1f(z) (z ∈ U).

Theorem 3.2 and Theorem 3.3 can only be used to obtain subordinants of dif-
ferential superordination of the form (3.1) or (3.2). The following theorem proves the
existence of the best dominant of (3.2) for an appropriate φ.

Theorem 3.4. Let h be analytic in U and φ : C3 × U × Ū −→ C. Suppose that the
differential equation

φ
(
q(z), zq

(z)+(ν−1)q(z)
ν , z

2q′′(z)+2(ν−1)zq′(z)+(ν−1)(ν−2)q(z)
ν(ν−1) ; z, ξ

)
= h(z) (3.3)

has a solution q ∈ Q0. If φ ∈ φ′J [h, q], f ∈ A, J cν+1f(z) ∈ Q0 and

φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ) (3.4)

is univalent in U, then

h(z) ≺≺ φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ) (z ∈ U, ξ ∈ Ū), (3.5)

implies

q(z) ≺ J cν+1f(z) (z ∈ U).

and q(z) is the best subordinant.

Proof. By applying Theorem 3.3, we deduce that q is a dominate of (3.2). Since q
satisfies (3.3), it is also a solution of (3.2) and therefore q will be dominated by all
dominates of (3.2). Hence q is the best dominates of (3.2). �

Combining Theorem 2.4 and Theorem 3.3, we obtain the following sandwich-type
theorem.

Theorem 3.5. Let h1(z) and q1(z) be analytic functions in U, h2 be univalent function
in U, q2 ∈ Q0 with q1(0) = q2(0) = 0 and φ ∈ φJ [h2, q2] ∩ φ′J [h1, q1]. If f ∈ A,
J cν+1f(z) ∈ H[0, 1] ∩Q0 and

φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ)

is univalent function in U, then

h1(z) ≺≺ φ(J cν+1f(z),J cν f(z),J cν−1f(z); z, ξ) ≺≺ h2(z),

implies q1(z) ≺ J cν+1f(z) ≺ q2(z), (z ∈ U).
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