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Abstract. In this paper we establish some new integral and discrete
inequalities which can be used as handy tools in the theory of certain new
classes of higher order differential and difference equations.

1. Introduction. The fundamental role played by the integral and discrete
inequalities in the development of the theory of differential and difference
equations is well known. In the literature there are many papers written on
integral and discrete inequalities and their applications in the theory of
differential and difference equations, see [1-8, 10-12] and the references cited
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therein. Although stimulating research work related to integral and discrete inequalities used in the theory of differential and difference equations has been undertaken in the literature, it appears that there are certain classes of differential and difference equations for which the existing results on such inequalities do not apply directly. This amounts to finding some useful integral and discrete inequalities in order to achieve a diversity of desired goals. Our main objective here is to establish some new integral inequalities and their discrete analogues, which can be used as handy tools in the study of certain new classes of higher order differential and difference equations. We also present some immediate applications to convey the importance of our results to the literature.

2. Statement of results. In what follows we let

\[ R = (-\infty, \infty), \quad R_+ = [0, \infty) \]  
\[ N_0 = \{0, 1, 2, \ldots\}. \]

For any function \( z(m), m \in N_0 \), we define the operator \( \Delta \) by \( \Delta z(m) = z(m+1) - z(m) \) and all \( m > n, m,n \in N_0 \), we use the usual conventions \( \sum_{s=m}^{n} z(s) = 0 \) and \( \prod_{s=m}^{n} z(s) = 1. \) We use the following notations for simplification of details of presentation. For \( t \in R, \) and some functions \( r_i(t), i = 1, 2, \ldots, n, \) we set
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\[ F[t, r_1, r_2, \ldots, r_{n-1}, r_n] = r_1(t) \int_0^t r_2(s_2) \int_0^{s_2} r_3(s_3) \int_0^{s_3} r_4(s_4) \ldots \int_0^{s_{n-1}} r_n(s_n) \times \]

\[ \int_0^{s_{n-1}} r_n(s_n) \, ds_n \, ds_{n-1} \ldots ds_4 \, ds_3 \, ds_2 \]

\[ + r_2(t) \int_0^t r_3(s_3) \int_0^{s_3} r_4(s_4) \int_0^{s_4} r_5(s_5) \ldots \int_0^{s_{n-1}} r_n(s_n) \times \]

\[ \int_0^{s_{n-1}} r_n(s_n) \, ds_n \, ds_{n-1} \ldots ds_3 \, ds_2 \, ds_1 \]

\[ + r_{n-1}(t) \int_0^t r_n(s_n) \, ds_n + r_n(t). \]

For \( m \in N_0 \) and some functions \( r_i(m), i = 1, 2, \ldots, n \), we set

\[ H[m, r_1, r_2, \ldots, r_{n-1}, r_n] \]

\[ = r_1(m) \sum_{s_1=0}^{m-1} r_2(s_2) \sum_{s_2=0}^{s_1-1} r_3(s_3) \sum_{s_3=0}^{s_2-1} r_4(s_4) \ldots \sum_{s_{n-1}=0}^{s_{n-2}-1} r_n(s_n) \]

\[ + r_2(m) \sum_{s_2=0}^{m-1} r_3(s_3) \sum_{s_3=0}^{s_2-1} r_4(s_4) \sum_{s_4=0}^{s_3-1} r_5(s_5) \ldots \sum_{s_{n-1}=0}^{s_{n-2}-1} r_n(s_n) + \]

\[ + r_{n-1}(m) \sum_{s_{n-1}=0}^{m-1} r_n(s_n) + r_n(m). \]

Our main result is given in the following theorem.
THEOREM 1. Let \( y(t), a(t), b(t), p_i(t), i = 1, 2, \ldots, n \) be real-valued nonnegative continuous functions defined for \( t \in \mathbb{R}_+ \).

(i) If

\[
y(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n y] \, ds,
\]

for all \( t \in \mathbb{R}_+ \), then

\[
y(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n a] \times
\]

\[
\times \exp \left( \int_0^t F[\tau, p_1, p_2, \ldots, p_{n-1}, p_n b] \, d\tau \right) ds,
\]

for all \( t \in \mathbb{R}_+ \).

(ii) Let \( G(r) \) be a continuous strictly increasing, convex and submultiplicative function for \( r \geq 0, G(0) = 0, \lim_{r \to \infty} G(r) = \infty, \alpha(t), \beta(t) \) be positive continuous functions for \( t \in \mathbb{R}_+ \) and \( \alpha(t) + \beta(t) = 1 \). If

\[
y(t) \leq a(t) + b(t) G^{-1} \left( \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n G(y)] \, ds \right),
\]

for all \( t \in \mathbb{R}_+ \), where \( G^{-1} \) is the inverse of \( G \), then

\[
y(t) \leq a(t) + b(t) G^{-1} \left( \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n \alpha G(\alpha^{-1})] \times \right.
\]

\[
\times \exp \left( \int_0^t F[\tau, p_1, p_2, \ldots, p_{n-1}, p_n \beta G(\beta^{-1})] \, d\tau \right) ds,
\]

for all \( t \in \mathbb{R}_+ \).
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(iii) Let \( W(y) \) be a real-valued continuous, nondecreasing, subadditive and submultiplicative function defined on interval \( I = [y_0, \infty) \) and \( W(y) > 0 \) on \( (y_0, \infty) \). If

\[
\gamma(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(y)] \, ds,
\]

for all \( t \in \mathbb{R^+} \), then for \( 0 \leq t \leq t_1 \),

\[
\gamma(t) \leq a(t) + b(t) \Omega^{-1}[\Omega(c(t)) + \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b)] \, ds],
\]

where

\[
c(t) = \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(a)] \, ds,
\]

\[
\Omega(u) = \int_{u_0}^u \frac{ds}{W(s)}, \quad u \geq u_0 \text{ with } u_0 > y_0,
\]

\( \Omega^{-1} \) is the inverse of \( \Omega \) and \( t_1 \in \mathbb{R^+} \) be chosen so that

\[
\Omega(c(t)) + \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b)] \, ds \in \text{Dom}(\Omega^{-1}),
\]

for all \( t \in \mathbb{R^+} \) lying in the interval \( 0 \leq t \leq t_1 \).

We next establish a more general version of Theorem 1 which may be convenient in some applications.

**THEOREM 2.** Let \( \gamma(t), a(t), b(t), p_i(t), i = 1, 2, \ldots, n \) be real-valued nonnegative continuous functions defined for \( t \in \mathbb{R^+} \). Let \( f : \mathbb{R}^n \to \mathbb{R^+} \) be a continuous function which satisfies the condition
(A) \[0 \leq f(t, u_1) - f(t, u_2) \leq k(t, u_2)(u_1 - u_2),\]
for \(t \in \mathbb{R}_+\) and \(u_1 \geq u_2 \geq 0\), where \(k : \mathbb{R}_+^2 \rightarrow \mathbb{R}_+\) is a continuous function.

(iv) If
\[y(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(f(y))] \, ds,\]
for all \(t \in \mathbb{R}_+\), where \((f(y))(t) = f(t, y(t))\), then
\[y(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(f(a))] \times \]
\[\times \exp \left( \int_s^t F[\tau, p_1, p_2, \ldots, p_{n-1}, p_n(k(a) b)] \, d\tau \right) ds,\]
for all \(t \in \mathbb{R}_+\), where \((k(a))(t) = k(t, a(t))\).

(v) Let \(G, G^{-1}, \alpha, \beta\) be as in (ii). If
\[y(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(f(G(y)))] \, ds,\]
for all \(t \in \mathbb{R}_+\), where \((f(G(y)))(t) = f(t, G(y(t)))\), then
\[y(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(f(\alpha G(a \alpha^{-1}))))] \times \]
\[\times \exp \left( \int_s^t F[\tau, p_1, p_2, \ldots, p_{n-1}, p_n(k(\alpha G(a \alpha^{-1}))))(\beta G(b \beta^{-1}))] \, d\tau \right) ds,\]
for all \(t \in \mathbb{R}_+\), where \((f(\alpha G(a \alpha^{-1}))))(t) = f(t, \alpha(t) G(a(t) \alpha^{-1}(t)))\),
\((k(\alpha G(a \alpha^{-1}))))(t) = k(t, \alpha(t) G(a(t) \alpha^{-1}(t)))\), \((\beta G(b \beta^{-1}))(t) = \beta(t) G(b(t) \beta^{-1}(t))\).
(vi) Let $W, \Omega, \Omega^{-1}$ be as in (iii). If

$$y(t) \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(f(W(y)))] \, ds,$$

for $t \in \mathbb{R}_+$, where $(f(W(y)))(t) = f(t, W(y(t)))$, then for $0 \leq t \leq t_2$,

$$y(t) \leq a(t) + b(t) \Omega^{-1} \left[ \Omega(\overline{c}(t)) \right. \left. + \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(k(W(a))) W(b)] \, ds \right],$$

where $(k(W(a)))(t) = k(t, W(a(t)))$, $W(b)(t) = W(b(t))$,

$$\overline{c}(t) = \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(f(W(a)))) \, ds,$$

and $t_2 \in \mathbb{R}_+$ is chosen so that

$$\Omega(\overline{c}(t)) + \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n(k(W(a))) W(b)] \, ds \in \text{Dom} \left( \Omega^{-1} \right),$$

for all $t \in \mathbb{R}_+$ lying in the interval $0 \leq t \leq t_2$.

The discrete analogues of Theorems 1 and 2 are given in the following theorems.

**THEOREM 3.** Let $y(m), a(m), b(m), p_i(m), i = 1, 2, \ldots, n$ be real-valued nonnegative functions defined for $m \in \mathbb{N}_0$.

(vii) If

$$y(m) \leq a(m) + b(m) \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n y],$$

for all $m \in \mathbb{N}_0$, then

$$y(m) \leq a(m) + b(m) \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n a] \times$$
\[ \times \sum_{\tau s+1}^{m-1} \left[ 1 + H[\tau, p_1, p_2, \ldots, p_{n-1}, p_n b] \right], \]  
(2.17)

for all \( m \in N_0 \).

(viii) Let \( G, G^{-1} \) be as in (ii) and \( \alpha(m), \beta(m) \) be positive functions defined for \( m \in N_0 \) and \( \alpha(m) + \beta(m) = 1 \). If

\[ y(m) \leq a(m) + b(m) G^{-1} \left( \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n G(y)] \right), \]  
(2.18)

for all \( n \in N_0 \), then

\[ y(m) \leq a(m) + b(m) G^{-1} \left( \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n \alpha G(a \alpha^{-1})] \times \right. \]
\[ \times \sum_{\tau s+1}^{m-1} \left[ 1 + H[\tau, p_1, p_2, \ldots, p_{n-1}, p_n \beta G(b \beta^{-1})] \right], \]  
(2.19)

for all \( m \in N_0 \).

(ix) Let \( W, \Omega, \Omega^{-1} \) be as in (iii). If

\[ y(m) \leq a(m) + b(m) \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n W(y)], \]  
(2.20)

for all \( m \in N_0 \), then for \( 0 \leq m \leq m_1, m, m_1 \in N_0 \),

\[ y(m) \leq a(m) + b(m) \Omega^{-1} \left[ \Omega(d(m)) + \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b)] \right], \]  
(2.21)

where

\[ d(m) = \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n W(a)], \]  
(2.22)

for \( m \in N_0 \) and \( m_1 \in N_0 \) is chosen so that

\[ \Omega(d(m)) + \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b)] \in \text{Dom} \left( \Omega^{-1} \right), \]  
for \( m \in N_0 \) and \( 0 \leq m \leq m_1 \).
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THEOREM 4. Let \( y(m), a(m), b(m), p_i(m), i = 1, 2, \ldots, n \) be real-valued nonnegative functions defined for \( m \in \mathbb{N}_0 \). Let \( h : \mathbb{N}_0 \times \mathbb{R}^+ \to \mathbb{R}^+ \) be a function which satisfies the condition

(B) \[ 0 \leq h(m, u_1) - h(m, u_2) \leq q(m, u_2)(u_1 - u_2), \]

for \( m \in \mathbb{N}_0 \) and \( u_1 \geq u_2 \geq 0 \), where \( q(m, r) \) is a real-valued function defined for \( m \in \mathbb{N}_0, r \in \mathbb{R}^+ \).

(xi) If

\[
y(m) \leq a(m) + b(m) \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(hy)], \tag{2.23}
\]

for \( m \in \mathbb{N}_0 \), where \( (hy)(m) = h(m, y(m)) \), then

\[
y(m) \leq a(m) + b(m) \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(ha)] \times \sum_{\tau=s+1}^{m-1} [1 + H[\tau, p_1, p_2, \ldots, p_{n-1}, p_n(qa)b]], \tag{2.24}
\]

for \( m \in \mathbb{N}_0 \), where \( (qa)(m) = q(m, a(m)) \).

(xi) Let \( G, G^{-1}, \alpha, \beta \) be as in (viii). If

\[
y(m) \leq a(m) + b(m) G^{-1} \left( \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(h(G(y)))] \right), \tag{2.25}
\]

for \( m \in \mathbb{N}_0 \), where \( (h(G(y)))(m) = h(m, G(y(m))) \), then

\[
y(m) \leq a(m) + b(m) \left( \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(h(\alpha G(a \alpha^{-1})))] \right) \times \]
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\[
\left( \prod_{t=s+1}^{m-1} [1 + H[t, p_1, p_2, \ldots, p_{n-1}, p_n(q(\alpha G(a\alpha^{-1}))) \times (\beta(G(b\beta^{-1}))) ]} \right),
\]
for \( m \in N_0 \), where 
\[
(h(\alpha G(a\alpha^{-1}))) (m) = h(m, \alpha(m)G(a(m)\alpha^{-1}(m))),
\]
\[
(q(\alpha G(a\alpha^{-1}))) (m) = q(m, \alpha(m)G(a(m)\alpha^{-1}(m))), \quad (\beta(G(b\beta^{-1}))) (m) = \beta(m)G(b(m)\beta^{-1}(m)).
\]

(xii) Let \( W, \Omega, \Omega^{-1} \) be as in (iii). If
\[
y(m) \leq a(m) + b(m) \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(h(W(y)))],
\]
for \( m \in N_0 \), where 
\[
(h(W(y))) (m) = h(m, W(y(m))),
\]
then for \( 0 \leq m \leq m_2 \),
\[
y(m) \leq a(m) + b(m)\Omega^{-1} [\Omega(\delta(m))
\]
\[
+ \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(q(W(a)))W(b))]],
\]
where \( (q(W(a))) (m) = q(m, W(a(m))), \quad (W(b)) (m) = W(b(m)), \)
\[
\delta(m) = \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(h(W(a)))],
\]
and \( m_2 \in N_0 \) be chosen so that
\[
\Omega(\delta(m)) + \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n(q(W(a)))W(b))] \in \text{Dom} (\Omega^{-1}),
\]
for \( m \in N_0 \) and \( 0 \leq m \leq m_2 \).

3. Proofs of Theorems 1 and 2

(i) Define a function \( u(t) \) by
\[
u(t) = \int F[s, p_1, p_2, \ldots, p_{n-1}, p ny] \, ds.
\]
\[24\]
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From (3.1) and using $y(t) \leq a(t) + b(t)u(t)$ and the fact that $u(t)$ is monotone nondecreasing for $t \in R_+$, we observe that

$$u'(t) \leq F[t, p_1, p_2, \ldots, p_{n-1}, p_n a] + F[t, p_1, p_2, \ldots, p_{n-1}, p_n b]u(t). \quad (3.2)$$

From (3.2) we obtain

$$u(t) \leq \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n a] \times$$

$$\times \exp \left( \int_0^t F[\tau, p_1, p_2, \ldots, p_{n-1}, p_n b] d\tau \right) ds. \quad (3.3)$$

Using (3.3) in $y(t) \leq a(t) + b(t)u(t)$ we get the required inequality in (2.2).

(ii) Rewrite (2.3) as

$$G^{-1} \left( \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n G(y)] ds \right). \quad (3.4)$$

Since $G$ is convex, submultiplicative and strictly increasing, from (3.4) we have

$$G(y(t)) \leq \alpha(t)G(a(t)\alpha^{-1}(t)) + \beta(t)G(b(t)\beta^{-1}(t)) \times$$

$$\times \left( \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n G(y)] ds \right). \quad (3.5)$$

The estimate given in (2.4) follows by first applying the inequality proved in (i) with $a(t) = \alpha(t)G(a(t)\alpha^{-1}(t))$, $b(t) = \beta(t)G(b(t)\beta^{-1}(t))$ and $y(t) = G(y(t))$ and then applying $G^{-1}$ to both sides of the resulting inequality.

(iii) Define a function $u(t)$ by
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Using \( y(t) \leq a(t) + b(t) u(t) \) on the right side of (3.6) we observe that

\[
\begin{align*}
    u(t) & \leq \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(Y)] ds. \\
\end{align*}
\]  
(3.6)

For an arbitrary \( T \in \mathbb{R}_+ \), it follows from (3.7) that

\[
\begin{align*}
    u(t) & \leq c(t) + \int_0^t \int F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b) W(u)] ds. \\
\end{align*}
\]  
(3.7)

Define a function \( v(t) \) by

\[
\begin{align*}
    v(t) & = \epsilon + c(t) + \int_0^t \int F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b) W(u)] ds, \\
\end{align*}
\]  
(3.8)

where \( \epsilon > 0 \) is an arbitrary small constant. From (3.9) and using the facts that

\[
\begin{align*}
    u(t) & \leq v(t), \\
    v(t) & \text{ is monotone nondecreasing for } 0 \leq t \leq T, \\
\end{align*}
\]  
(3.10)

From (2.8) and (3.10) we have

\[
\frac{d}{dt} \Omega(v(t)) \leq F[t, p_1, p_2, \ldots, p_{n-1}, p_n W(b)], \quad 0 \leq t \leq T. 
\]  
(3.11)

Now integrating both sides of (3.11) from 0 to \( T \) we have

\[
\Omega(v(T)) \leq \Omega(\epsilon + c(T)) + \int_0^T \int F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b)] ds. 
\]  
(3.12)

Since \( T \) is arbitrary, the inequality (3.12) holds for \( t = T \), for all \( t \in \mathbb{R}_+ \) and hence from (3.12) we have
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\[ v(t) \leq \Omega^{-1} \left[ \Omega(\epsilon + c(t)) + \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n W(b)] \, ds \right]. \quad (3.13) \]

Using (3.13) in \( u(t) \leq v(t) \) and the fact that \( y(t) \leq a(t) + b(t) u(t) \) and letting \( \epsilon \to 0 \) we get the desired inequality in (2.6). The subdomain of \( R_+ \) for \( t \) is obvious. This completes the proof of Theorem 1.

(iv) Define a function \( u(t) \) by

\[ u(t) = \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n (f y)] \, ds. \quad (3.14) \]

From (3.14) and using the condition (A) and the facts that \( y(t) \leq a(t) + b(t) u(t) \) and \( u(t) \) is monotone nondecreasing for \( t \in R_+ \), we observe that

\[ u'(t) \leq F[t, p_1, p_2, \ldots, p_{n-1}, p_n (f (a + bu))] \]

\[ = F[t, p_1, p_2, \ldots, p_{n-1}, p_n ((f (a + bu)) - (fa) + (fa))] \]

\[ \leq F[t, p_1, p_2, \ldots, p_{n-1}, p_n (fa)] \]

\[ + F[t, p_1, p_2, \ldots, p_{n-1}, p_n (ka) b] u(t). \quad (3.15) \]

From (3.15) we obtain

\[ u(t) \leq \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n (fa)] \times \]

\[ \times \exp \left( \int_0^s F[\tau, p_1, p_2, \ldots, p_{n-1}, p_n (ka) b] \, d\tau \right) \, ds. \quad (3.16) \]

Using (3.16) in \( y(t) \leq a(t) + b(t) u(t) \) we get the desired inequality in (2.10).

The proofs of (v) and (vi) can be completed by following the same
arguments as in the proofs of (ii), (iii) and (iv) given above with suitable modifications. Here we omit the details.

4. Proofs of Theorems 3 and 4. Since the proofs resemble one another, we give the details for (vii) only, the proofs of (viii)-(xii) can be completed by following the proofs of similar results given in [7, 11] and closely looking at the proofs of (i)-(iv) and (vii).

(vii) Define a function \( z(m) \) by

\[
z(m) = \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n].
\]

(4.1)

From (4.1) and using \( y(m) \leq a(m) + b(m) z(m) \) and the fact that \( z(m) \) is monotone nondecreasing for \( m \in \mathbb{N}_0 \), we observe that

\[
z(m + 1) - z(m) = H[m, p_1, p_2, \ldots, p_{n-1}, p_n]
\]

\[
\leq H[m, p_1, p_2, \ldots, p_{n-1}, p_a] + H[m, p_1, p_2, \ldots, p_{n-1}, p_n b] z(m).
\]

(4.2)

The inequality (4.2) implies the estimate (see [7])

\[
z(m) \leq \sum_{s=0}^{m-1} H[s, p_1, p_2, \ldots, p_{n-1}, p_n a] \times \prod_{\tau=s+1}^{m-1} [1 + H[\tau, p_1, p_2, \ldots, p_{n-1}, p_n b]].
\]

(4.3)

The required inequality in (2.17) now follows by using (4.3) in \( y(m) \leq a(m) + b(m) z(m) \).
5. Some applications. In this section we present some applications of our results to obtain bounds on the solutions of certain higher order differential and difference equations for which the inequalities available in the existing literature do not apply directly.

Let $p_i(t), 0 \leq i \leq n$ be positive continuous functions defined for $t \in \mathbb{R}_+$. We define the differential operators $L_i, 0 \leq i \leq n$ by

$$L_0 x(t) = \frac{x(t)}{p_0(t)}, \quad L_i x(t) = \frac{1}{p_i(t)} \frac{d}{dt} L_{i-1} x(t), \quad 1 \leq i \leq n.$$  

Consider the nonlinear differential equation of the form

$$L_n x(t) = g(t, L_0 x(t), L_1 x(t), \ldots, L_{n-2} x(t), L_{n-1} x(t)), \quad (5.1)$$

with the initial conditions

$$L_{i-1} x(0) = 0, \quad i = 1, 2, \ldots, n, \quad (5.2)$$

where $g : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}$ is a continuous function. For the study of (5.1)-(5.2), see [9] and the references cited therein.

We first convert the problem (5.1)-(5.2) into an equivalent integral equation. Let $y(t) = L_n x(t)$, then we have

$$L_{n-1} x(t) = \int_0^t p_n(s) y(s) \, ds, \quad (5.3)$$

$$L_{n-2} x(t) = \int_0^t \int_0^{s_{n-1}} p_{n-1}(s_{n-1}) p_n(s) y(s) \, ds \, ds_{n-1}, \quad (5.4)$$
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Consequently the problem (5.1)-(5.2) is equivalent to the following integral equation

\[
y(t) = g(t, \int_0^{s_1} p_1(s_1) \int_0^{s_2} p_2(s_2) \int_0^{s_3} p_3(s_3) \cdots \int_0^{s_{n-1}} p_{n-1}(s_{n-1}) \times \int_0^{s_n} p_n(s_n) y(s_n) ds_n ds_{n-1} \cdots ds_3 ds_2 ds_1),
\]

\[
= \int_0^{s_1} p_1(s_1) \int_0^{s_2} p_2(s_2) \int_0^{s_3} p_3(s_3) \cdots \int_0^{s_{n-1}} p_{n-1}(s_{n-1}) \times \int_0^{s_n} p_n(s_n) y(s_n) ds_n ds_{n-1} \cdots ds_3 ds_2 ds_1.
\]

\[
(5.5)
\]

\[
(5.6)
\]

\[
(5.7)
\]
Suppose that the function $g$ in (5.1) satisfies

$$|g(t, w_0, w_1, \ldots, w_{n-2}, w_{n-1})| \leq a(t) + b(t) [ |w_0| + |w_1| + \ldots + |w_{n-2}| + |w_{n-1}| ], \quad (5.8)$$

where $a(t)$ and $b(t)$ are real-valued nonnegative continuous functions defined for $t \in \mathbb{R}_+$. From (5.7) and (5.8) we observe that

$$|y(t)| \leq a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n |y|] \, ds. \quad (5.9)$$

Now an application of inequality proved in (i) Theorem 1 yields

$$|y(t)| \leq Q(t), \quad (5.10)$$

where

$$Q(t) = a(t) + b(t) \int_0^t F[s, p_1, p_2, \ldots, p_{n-1}, p_n a] \times$$

$$\times \exp \left( \int_0^t F[\tau, p_1, p_2, \ldots, p_{n-1}, p_n b] \, d\tau \right) \, ds.$$

Now using (5.10) in (5.3)-(5.6) we get the bounds on $|L_{n-1}x(t)|$, $|L_{n-2}x(t)|$, $\ldots$, $|L_1x(t)|$, $|L_0x(t)|$ in terms of the known quantities. Thus by using the definition of $L_0x(t)$, we get the bound on the solution $x(t)$ of (5.1)-(5.2) in terms of known quantities.

Further, it is be noted that the inequality given in (vii) can be used to obtain upper bound on the solution of the nonlinear difference equation of the form
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\[ E_n x(m) = g(m, E_0 x(m), E_1 x(m), \ldots, E_{n-2} x(m), E_{n-1} x(m)), \quad (5.11) \]

with the initial conditions

\[ E_{i-1} x(0) = 0, \quad i = 1, 2, \ldots, n, \quad (5.12) \]

where \( g \) is a real-valued function defined on \( N_0 \times R^n \), the operators \( E_j, \ 0 \leq j \leq n \) are defined by

\[ E_0 x(m) = \frac{x(m)}{p_0(m)}, \quad E_j x(m) = \frac{1}{p_j(m)} \Delta E_{j-1} \cdot x(m), \quad j = 1, 2, \ldots, n. \]

\( p_j(m), \ 0 \leq j \leq n \) are positive functions defined for \( m \in N_0 \). By letting \( z(m) = E_n x(m) \) and converting the problem \((5.11)-(5.12)\) into an equivalent form of sum-difference equation and following the same arguments as explained above for the problem \((5.1)-(5.2)\) we get the bound on the solution \( x(m) \) of 

\((5.11)-(5.12)\).

We also note that the inequalities established in (iv) and (x) can be used to obtain bounds on the solutions of the following more general nonlinear higher order differential and difference equations of the forms:

\[ L_n x(t) = g(t, f(t, L_0 x(t)), f(t, L_1 x(t)), \ldots, f(t, L_{n-2} x(t)), f(t, L_{n-1} x(t))), \quad (5.13) \]

\[ L_{i-1} x(0) = 0, \quad i = 1, 2, \ldots, n, \quad (5.14) \]

and

\[ E_n x(m) = g(m, h(m, E_0 x(m)), h(m, E_1 x(m))), \]
ON SOME INEQUALITIES

\[ \ldots, h(m, E_{n-2}x(m)), h(m, E_{n-1}x(m)), \]

\[ E_{i-1}x(0) = 0, \quad i = 1, 2, \ldots, n, \]

respectively, under some suitable conditions on the functions involved in (5.13) and (5.15). Since the details of these results are very close to that of given above with suitable modifications, and hence we do not discuss it here.

In concluding this paper we note that there are many possible applications of the inequalities established in this paper to certain classes of higher order differential and difference equations, but those presented here are sufficient to convey the importance of our results to the literature. Various other applications of these inequalities will appear elsewhere.
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