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Abstract. We propose a common fixed point theorem for new notion of generalized nonexpansive mappings for two pairs of maps in an ordered orbitally complete metric space. To illustrate our result, we give throughout the paper two examples. Existence of solutions for certain system of functional equations arising in dynamic programming is also presented as application.
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1. Introduction

The significance of nonexpansive mappings was sketched, e.g., in 1980 by Bruck [8]. A nonexpansive mapping of a complete metric space need not have a fixed point (consider a translation operator $T(x) = x + c$ in a Banach space). A fixed point of a nonexpansive mapping need not be unique (consider $T = I$). To make certain the existence and/or uniqueness of fixed points we must assume supplementary conditions on $T$ and/or the underlying space. Contraction mappings, isometries and orthogonal projection are all nonexpansive mappings. The study of nonexpansive mappings has been one of the main features in modern developments of fixed point theory—see for instance [7, 10]. Browder et al. [7] proved that every nonexpansive mapping $T$ from a convex bounded closed subset $C$ of a Hilbert space $X$ into $C$ has a fixed point. There are also several interesting unsolved problems. The existence fixed point results for nonexpansive mapping is discussed in the paper [10, 11, 14, 27, 30] and others.

In 1986, some near the beginning results in this direction were recognized in the papers of Turinici [31, 32]; note that their starting points were the “amorphous” contributions in the area due to Matkowski [15, 16]. These results have been revive
by Ran and Reurings [26, Theorem 2.1], where they extended the Banach contraction principle in partially ordered sets with some applications to linear and nonlinear matrix equations. Subsequently, several authors obtained many fixed point theorems in the underlying space, see for more facts [1, 2, 13, 17, 20, 22, 25, 29] and the references cited therein. Recently, Nashine and Kadelburg [18] proved some results for two pairs of mapping for implicit type relations in ordered orbitally complete metric spaces. We propose a new generalized nonexpansive mappings for two pairs of maps in ordered metric spaces and relevance to fixed point theorem on an ordered orbitally complete metric space. We furnish suitable examples to demonstrate the validity of the hypotheses of our result. Our result is extensions of the results of Ciric [10] and Nashine and Kadelburg [17] in the sense of considering two pairs of maps in an orbitally complete ordered metric space. In the final section, we apply the obtained result for proving the existence of solutions for certain system of functional equations arising in dynamic programming.

2. Preliminaries

We will bring into play the following notation and definitions. Consistent with Abbas et al. [1] the following definitions will be used all the way through the paper. If \((X, \preceq)\) is a partially ordered set then \(x, y \in X\) are called comparable if \(x \preceq y\) or \(y \preceq x\) holds. A subset \(K\) of \(X\) is said to be totally ordered if every two elements of \(K\) are comparable. If \(T : X \to X\) is such that, for \(x, y \in X, x \preceq y\) implies \(Tx \preceq Ty\), then the mapping \(T\) is said to be nondecreasing.

**Definition 2.1.** Let \(X\) be a nonempty set. Then \((X, d, \preceq)\) is called an ordered metric space if

1. \((X, d)\) is a metric space,
2. \((X, \preceq)\) is a partially ordered set.

The space \((X, d, \preceq)\) is called regular if the following hypothesis holds: if \(\{z_n\}\) is a non-decreasing sequence in \(X\) with respect to \(\preceq\) such that \(z_n \to z \in X\) as \(n \to \infty\), then \(z_n \preceq z\).

**Definition 2.2.** Let \((X, \preceq)\) be a partially ordered set. A pair \((f, g)\) of selfmaps of \(X\) is said to be weakly increasing if \(fx \preceq gfx\) and \(gx \preceq fgx\) for all \(x \in X\).

Now we give a definition of partially weakly increasing pair of mappings.

**Definition 2.3.** Let \((X, \preceq)\) be a partially ordered set and \(f\) and \(g\) be two selfmaps on \(X\). An ordered pair \((f, g)\) is said to be partially weakly increasing if \(fx \preceq gfx\) for all \(x \in X\).

Note that a pair \((f, g)\) is weakly increasing if and only if ordered pair \((f, g)\) and \((g, f)\) are partially weakly increasing.

Following is an example of an ordered pair \((f, g)\) of selfmaps \(f\) and \(g\) which is partially weakly increasing but not weakly increasing.
Example 2.4. Let $\mathcal{X} = [0, 1]$ be endowed with usual ordering and $f, g : \mathcal{X} \to \mathcal{X}$ be defined by $fx = x^2$ and $gx = \sqrt{x}$. Clearly, $(f, g)$ is partially weakly increasing. But $gx = \sqrt{x} \neq x = fx$ for $x \in (0, 1)$ implies that $(g, f)$ is not partially weakly increasing.

Definition 2.5. Let $(\mathcal{X}, \preceq)$ be a partially ordered set. A mapping $f$ is a called weak annihilator of $g$ if $fgx \preceq x$ for all $x \in \mathcal{X}$.

Example 2.6. Let $\mathcal{X} = [0, 1]$ be endowed with usual ordering and $f, g : \mathcal{X} \to \mathcal{X}$ be defined by $fx = x^2$, $gx = x^3$. Obviously, $fgx = x^6 \preceq x$ for all $x \in \mathcal{X}$. Thus $f$ is a weak annihilator of $g$.

Definition 2.7. Let $(\mathcal{X}, \preceq)$ be a partially ordered set. A mapping $f$ is called dominating if $x \preceq fx$ for each $x \in \mathcal{X}$.

Example 2.8. Let $\mathcal{X} = [0, 1]$ be endowed with usual ordering and $f : \mathcal{X} \to \mathcal{X}$ be defined by $fx = x^{3/2}$. Since $x \preceq x^{3/2} = fx$ for all $x \in \mathcal{X}$. Therefore $f$ is a dominating map.

Example 2.9. Let $\mathcal{X} = [0, 4]$, endowed with usual ordering. Let $f, g : \mathcal{X} \to \mathcal{X}$ be defined by

$$
fx = \begin{cases} 
0, & \text{if } x \in [0, 1) \\
1, & \text{if } x \in [1, 3) \\
3, & \text{if } x \in (3, 4) \\
4, & \text{if } x = 4.
\end{cases}
$$

$$
 gx = \begin{cases} 
0, & \text{if } x = 0 \\
1, & \text{if } x \in (0, 1] \\
3, & \text{if } x \in (1, 3] \\
4, & \text{otherwise}.
\end{cases}
$$

The pair $(f, g)$ is partially weakly increasing and the dominating map $g$ is a weak annihilator of $f$.

Recall that the notion of orbitally complete metric space and orbitally continuous mapping were introduced by Cirić in [9]. These definitions were extended to the case of two or three mappings by Sastry et al. in [28]. Some common fixed point results in this situation were obtained in [12, 19]. We give now respective definitions for two pairs of mappings.

Definition 2.10. Let $A, B, S, T$ be four self-mappings defined on a metric space $(\mathcal{X}, d)$.

1. If for a point $x_0 \in \mathcal{X}$, there exist sequences $\{x_n\}$ and $\{y_n\}$ in $\mathcal{X}$ such that

$$
y_{2n-1} = Ax_{2n-2} = Tx_{2n-1}, \quad y_{2n} = Bx_{2n-1} = Sx_{2n}, \quad \forall n \in \mathbb{N}, \tag{2.1}
$$

then the set $O(x_0; A, B, S, T) = \{y_n : n = 1, 2, \ldots\}$ is called the orbit of $(A, B, S, T)$ at $x_0$.

2. The space $(\mathcal{X}, d)$ is said to be $(A, B, S, T)$-orbitally complete at $x_0$ if every Cauchy sequence in $O(x_0; A, B, S, T)$ converges in $\mathcal{X}$.

3. The map $A$ is said to be $(A, B, S, T)$-orbitally continuous at $x_0$ if it is continuous on $O(x_0; A, B, S, T)$.

4. If $S = T$, we write $(A, B, S)$ in the previous definitions instead of $(A, B, S, S)$,
3. Main results

First, we introduce the notion of generalized nonexpansive mapping for four mappings in ordered metric spaces.

Definition 3.1. Let \((X, d, \preceq)\) be an ordered metric space. We call two pairs of mappings \(\mathcal{A}, \mathcal{B}, \mathcal{T}, \mathcal{S} : X \to X\) as generalized nonexpansive (of Ćirić type) if

\[
d(\mathcal{A}x, \mathcal{B}y) \leq a \max \left\{ d(\mathcal{S}x, \mathcal{T}y), d(\mathcal{S}x, \mathcal{A}x), d(\mathcal{T}y, \mathcal{B}y), \frac{1}{2} [d(\mathcal{S}x, \mathcal{B}y) + d(\mathcal{T}y, \mathcal{A}x)] \right\} + b \max \{d(\mathcal{S}x, \mathcal{A}x), d(\mathcal{T}y, \mathcal{B}y)\} + c[d(\mathcal{S}x, \mathcal{B}y) + d(\mathcal{T}y, \mathcal{A}x)],
\]

holds for all comparable \(x, y \in X\), where \(a \geq 0, b, c > 0\) satisfy

\[a + b + 2c = 1.\]

Now, we state and prove our result.

Theorem 3.2. Let \((X, d, \preceq)\) be a ordered metric space. Suppose that \(\mathcal{T}, \mathcal{S}, \mathcal{A}, \mathcal{B} : X \to X\) be given generalized nonexpansive mappings satisfying for every pair \(x, y \in \mathcal{O}(x_0; \mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\) (for some \(x_0 \in X\)) such that \(x\) and \(y\) are comparable. We assume the following hypotheses:

(i) The space \((X, d)\) is \((\mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\)-orbitally complete at \(x_0\);
(ii) \((\mathcal{T}, \mathcal{A})\) and \((\mathcal{S}, \mathcal{B})\) are partially weakly increasing on \(\mathcal{O}(x_0; \mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\);
(iii) \(\mathcal{B}X \subseteq \mathcal{S}X\) and \(\mathcal{A}X \subseteq \mathcal{T}X\);
(iv) \(\mathcal{A}\) and \(\mathcal{B}\) are dominating maps on \(\mathcal{O}(x_0; \mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\);
(v) \(\mathcal{B}\) is a weak annihilator of \(\mathcal{S}\) and \(\mathcal{A}\) is a weak annihilator of \(\mathcal{T}\) on \(\mathcal{O}(x_0; \mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\);
(vi) For each nondecreasing sequence \(\{x_n\}\) in \(X\), with \(x_n \preceq y_n\) for all \(n\), \(y_n \to u\) implies that \(x_n \to u\).

Assume either

(a) \((\mathcal{A}, \mathcal{S})\) is compatible, \(\mathcal{A}\) or \(\mathcal{S}\) is \((\mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\)-orbitally continuous and \((\mathcal{B}, \mathcal{T})\) is weakly compatible, or
(b) \((\mathcal{B}, \mathcal{T})\) is compatible, \(\mathcal{B}\) or \(\mathcal{T}\) is \((\mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\)-orbitally continuous and \((\mathcal{A}, \mathcal{S})\) is weakly compatible.

Then \(\mathcal{A}, \mathcal{B}, \mathcal{S}\) and \(\mathcal{T}\) have a common fixed point. Moreover, the set of common fixed points of \(\mathcal{A}, \mathcal{B}, \mathcal{S}\) and \(\mathcal{T}\) in \(\mathcal{O}(x_0; \mathcal{A}, \mathcal{B}, \mathcal{S}, \mathcal{T})\) is a singleton if and only if it is totally ordered.

Proof. Let \(x_0 \in X\) be a point given in (i). Since \(\mathcal{B}X \subseteq \mathcal{S}X\) and \(\mathcal{A}X \subseteq \mathcal{T}X\), we can consider sequences \(\{x_n\}\) and \(\{y_n\}\) in \(X\) given as in (2.1). By the given assumptions, \(x_{2n-2} \preceq Ax_{2n-2} = \mathcal{T}x_{2n-1} \preceq ATx_{2n-1} \preceq x_{2n-1}\), and \(x_{2n-1} \preceq Bx_{2n-1} = \mathcal{S}x_{2n} \preceq BSx_{2n} \preceq x_{2n}\). Thus, for all \(n \geq 0\), we have

\[x_n \preceq x_{n+1}.\]  

(3.2)

Now we claim that \(d(y_{n+1}, y_n) \geq d(y_n, y_{n-1})\) for all \(n \geq 1\). Suppose this is not true, that is, there exists \(n_0 \geq 1\) such that \(d(y_{n_0+1}, y_{n_0}) < d(y_{n_0}, y_{n_0-1})\). Now since \(x_{n_0-1} \preceq x_{n_0}\), we can use the inequality (3.1) for these elements.
Putting \( x = x_{2n_0+1} \) and \( y = x_{2n_0} \), from (3.2) and the considered contraction (3.1), we have

\[
d(y_{2n_0+2}, y_{2n_0+1}) = d(Ax_{2n_0+1}, Bx_{2n_0}) \\
\leq a \max \left\{ \frac{1}{2}d(Sx_{2n_0+1}, Tx_{2n_0}) + d(Sx_{2n_0+1}, Ax_{2n_0+1}), d(Tx_{2n_0}, Bx_{2n_0}), d(Tx_{2n_0}, Ax_{2n_0+1}) \right\} \\
+ b \max\{d(Sx_{2n_0+1}, Ax_{2n_0+1}), d(Tx_{2n_0}, Bx_{2n_0})\} \\
+ c[d(Sx_{2n_0+1}, Bx_{2n_0}) + d(Tx_{2n_0}, Ax_{2n_0+1})] \\
= a \max \left\{ \frac{1}{2}d(y_{2n_0+1}, y_{2n_0}), \frac{1}{2}d(y_{2n_0}, y_{2n_0+2}) \right\} \\
+ b \max\{d(y_{2n_0+1}, y_{2n_0+2}), d(y_{2n_0}, y_{2n_0+1})\} + cd(y_{2n_0}, y_{2n_0+2}).
\]

Using a triangular inequality, we have

\[
\frac{1}{2}d(y_{2n_0}, y_{2n_0+2}) \leq \frac{1}{2}(d(y_{2n_0}, y_{2n_0+1}) + d(y_{2n_0+1}, y_{2n_0+2})) < d(y_{2n_0+1}, y_{2n_0+2}).
\]

Since \( c > 0 \), this implies that

\[
d(y_{2n_0+2}, y_{2n_0+1}) < (a + b)d(y_{2n_0+1}, y_{2n_0+2}) + 2cd(y_{2n_0+1}, y_{2n_0+2}) \\
= (a + b + 2c)d(y_{2n_0+1}, y_{2n_0+2}) = d(y_{2n_0+2}, y_{2n_0+1}),
\]

a contradiction. Thus \( d(Ax_{2n+1}, Bx_{2n+1}) \leq d(Ax_2, Bx_2) \). Hence

\[
d(Ax_{n+1}, Bx_{n+1}) \leq d(Ax_0, Bx_0), \text{ for all positive integers } n. \tag{3.3}
\]

Using (3.1) and (3.3) and triangle inequality, we have

\[
d(y_{2n-1}, Bx_{2n}) = d(Ax_{2n-2}, Bx_{2n}) \tag{3.4}
\]

\[
\leq a \max \left\{ \frac{1}{2}d(Sx_{2n-2}, Tx_{2n}) + d(Sx_{2n-2}, Ax_{2n-2}), d(Tx_{2n}, Bx_{2n}), d(Tx_{2n}, Ax_{2n-2}) \right\} \\
+ b \max\{d(Sx_{2n-2}, Ax_{2n-2}), d(Tx_{2n}, Bx_{2n})\} \\
+ c[d(Sx_{2n-2}, Bx_{2n}) + d(Tx_{2n}, Ax_{2n-2})], \tag{3.5}
\]

\[
= a \max \left\{ \frac{1}{2}d(y_{2n-2}, y_{2n}), d(y_{2n-2}, y_{2n-1}), d(y_{2n}, y_{2n+1}), \frac{1}{2}[d(y_{2n-2}, y_{2n+1}) + d(y_{2n}, y_{2n-1})] \right\} \\
+ b \max\{d(y_{2n-2}, y_{2n-1}), d(y_{2n}, y_{2n+1})\} + c[d(y_{2n-2}, y_{2n+1}) + d(y_{2n}, y_{2n-1})].
\]

From (3.3) and the triangle inequality we get

\[
\frac{1}{2}[d(y_{2n-2}, y_{2n+1}) + d(y_{2n}, y_{2n-1})] \\
\leq \frac{1}{2}[d(y_{2n-2}, y_{2n-1}) + d(y_{2n}, y_{2n-1}) + d(y_{2n}, y_{2n+1}) + d(y_{2n}, y_{2n-1})] \\
\leq 2d(y_{2n-2}, y_{2n-1}). \tag{3.6}
\]

Substituting (3.6) in (3.4), we have

\[
d(y_{2n-1}, Bx_{2n}) \leq 2ad(y_{2n-2}, y_{2n-1}) + bd(y_{2n-1}, y_{2n-1}) + 4cd(y_{2n-2}, y_{2n-1}) \\
= (2a + b + 4c)d(y_{2n-2}, y_{2n-1}).
\]

Hence \( d(y_{2n-1}, Bx_{2n}) = (2 - b)d(y_{2n-2}, y_{2n-1}). \)
From (3.1), (3.3) and (3.6), we have
\[
d(y_{2n}, Bx_{2n}) = d(Ax_{2n-1}, Bx_{2n})
\leq a \max \left\{ d(SSx_{2n-1}, T_{x_{2n-1}}), d(SSx_{2n-1}, Ax_{2n-1}), d(T_{x_{2n-1}}, Bx_{2n}), \frac{1}{2}[d(SSx_{2n-1}, Bx_{2n}) + d(T_{x_{2n-1}}, Ax_{2n-1})] \right\}
\]
\[
+ b \max \{d(SSx_{2n-1}, Ax_{2n-1}) + d(T_{x_{2n-1}}, Bx_{2n})\}
\]
\[
+ c[d(SSx_{2n-1}, Bx_{2n}) + d(T_{x_{2n-1}}, Ax_{2n-1})]
\]
\[
= a \max \left\{ d(y_{2n-1}, y_{2n}), d(y_{2n-1}, y_{2n}), d(y_{2n}, y_{2n+1}), \frac{1}{2}[d(y_{2n-1}, y_{2n+1}) + d(y_{2n}, y_{2n})] \right\}
\]
\[
+ b \max \{d(y_{2n-1}, y_{2n}), d(y_{2n}, y_{2n+1}) + c[d(y_{2n-1}, y_{2n+1}) + d(y_{2n}, y_{2n})] \leq ad(y_{2n-2}, y_{2n-1}) + bd(y_{2n-2}, y_{2n-1}) + c(2 - b)d(y_{2n-2}, y_{2n-1})
\]
and hence
\[
d(y_{2n}, Bx_{2n}) = (1 - bc)d(y_{2n-2}, y_{2n-1}).
\]
Proceeding in this manner we obtain
\[
d(y_{2n}, Bx_{2n}) \leq (1 - bc)^{\frac{n}{2}}d(y_0, y_1) \quad (3.7)
\]
for all \(n = 1, 2, \ldots\), where \(\frac{n}{2}\) denotes the greatest integer not exceeding \(\frac{n}{2}\). Since \(1 - bc < 1\), from (3.7), we conclude that \(\{y_n\}\) is a Cauchy sequence.

Finally, we prove the existence of a common fixed point of the four mappings \(A, B, S\) and \(T\).

Since \(\{y_n\}\) is a Cauchy sequence, defined by (2.1) in an \((A, B, S, T)\)-orbitally complete metric space \((X, d)\), there exists a point \(z\) in \(X\), such that \(y_n\) converges to \(z\). Therefore,
\[
y_{2n+1} = T_{x_{2n+1}} = Ax_{2n} \rightarrow z \quad \text{as} \quad n \rightarrow \infty \quad (3.8)
\]
and
\[
y_{2n+2} = Sx_{2n+2} = Bx_{2n+1} \rightarrow z \quad \text{as} \quad n \rightarrow \infty. \quad (3.9)
\]
Suppose that \((A, S)\) is compatible, we have
\[
\lim_{n \rightarrow \infty} ASx_{2n+2} = \lim_{n \rightarrow \infty} SAx_{2n+2} = z.
\]
Also, \(x_{2n+1} \leq Bx_{2n+1} = Sx_{2n+2}\). Now
\[
d(ASx_{2n+2}, Bx_{2n+1})
\leq a \max \left\{ d(SSx_{2n+2}, T_{x_{2n+1}}), d(SSx_{2n+2}, Ax_{2n+2}), d(T_{x_{2n+1}}, Bx_{2n+1}), \frac{1}{2}[d(SSx_{2n+2}, Bx_{2n+1}) + d(T_{x_{2n+1}}, Ax_{2n+2})] \right\}
\]
\[
+ b \max \{d(SSx_{2n+2}, Ax_{2n+2}) + d(T_{x_{2n+1}}, Bx_{2n+1})\}
\]
\[
+ c[d(SSx_{2n+2}, Bx_{2n+1}) + d(T_{x_{2n+1}}, Ax_{2n+2})].
\]
Assume that \(S\) is \((A, B, S, T)\)-orbitally continuous. Passing to the limit as \(n \rightarrow \infty\), we obtain
\[
d(Sz, z) \leq a \max \{d(Sz, z), 0, 0, \frac{1}{2}[d(Sz, z) + d(z, Sz)]\}
\]
\[
+ b \max \{0, 0\} + c[d(Sz, z) + d(z, Sz)],
\]
\[
\leq (a + 2c)d(Sz, z) = (1 - b)d(Sz, z).
\]
Since $b > 0$ and $(1 - b) < 1$, this implies that

$$Sz = z.$$  \hspace{1cm} (3.10)

Now, $x_{2n+1} \leq Bx_{2n+1}$ and $Bx_{2n+1} \to z$ as $n \to +\infty$, so by assumption we have $x_{2n+1} \leq z$ and (3.1) becomes

$$d(Az, Bx_{2n+1}) \leq a \max \left\{ \begin{array}{l}
d(Sz, Tx_{2n+1}), d(Sz, Az), d(Tx_{2n+1}, Bx_{2n+1}), \\
\frac{1}{2}[d(Sz, Bx_{2n+1}) + d(Tx_{2n+1}, Az)] \\
b \max\{d(Sz, Az), d(Tx_{2n+1}, Bx_{2n+1})\} \\
c[d(Sz, Bx_{2n+1}) + d(Tx_{2n+1}, Az)].
\end{array} \right\}$$

Passing to the limit $n \to +\infty$ in the above inequality and using (3.10),

$$d(Az, z) \leq a \max \left\{ \begin{array}{l}
d(Sz, z), d(Sz, Az), d(z, z), \frac{1}{2}[d(Sz, z) + d(z, Az)] \\
b \max\{d(Sz, Az), d(z, z)\} + c[d(Sz, z) + d(z, Az)].
\end{array} \right\}$$

$$= (a + b + c)d(z, Az).$$

Since $a, b, c > 0$ and $(a + b + c) < 1$, this implies that

$$Az = z.$$  \hspace{1cm} (3.11)

Since $A(\mathcal{X}) \subseteq \mathcal{T}(\mathcal{X})$, there exists a point $\omega \in \mathcal{X}$ such that $Az = \mathcal{T}\omega$. Suppose that $\mathcal{T}\omega \neq B\omega$. Since $z \preceq Az = \mathcal{T}\omega \preceq A\mathcal{T}\omega \preceq \omega$ implies $z \preceq \omega$. From (3.1), we obtain

$$d(\mathcal{T}\omega, B\omega) = d(Az, B\omega)$$

$$\leq a \max \left\{ \begin{array}{l}
d(Sz, \mathcal{T}\omega), d(Sz, Az), d(\mathcal{T}\omega, B\omega), \frac{1}{2}[d(Sz, B\omega) + d(\mathcal{T}\omega, Az)] \\
b \max\{d(Sz, Az), d(\mathcal{T}\omega, B\omega)\} + c[d(Sz, B\omega) + d(\mathcal{T}\omega, Az)]
\end{array} \right\}$$

$$\leq a \max \left\{ \begin{array}{l}
d(z, \mathcal{T}\omega), 0, d(\mathcal{T}\omega, B\omega), \frac{1}{2}d(z, B\omega) \bigg) + b \max\{0, d(\mathcal{T}\omega, B\omega)\} + cd(z, B\omega),
\end{array} \right\}$$

$$= (a + b + c)d(\mathcal{T}\omega, B\omega)$$

contradiction to the state $a + b + 2c = 1$. Hence, we get

$$\mathcal{T}\omega = B\omega.$$  \hspace{1cm} (3.12)

Since $\mathcal{B}$ and $\mathcal{T}$ are weakly compatible, $Bz = BAz = B\mathcal{T}w = \mathcal{T}Bw = \mathcal{T}Az = \mathcal{T}z$. Thus $z$ is a coincidence point of $\mathcal{B}$ and $\mathcal{T}$.

Now, since $x_{2n} \preceq Ax_{2n}$ and $Ax_{2n} \to z$ as $n \to \infty$, implies that $x_{2n} \preceq z$, from (3.1)

$$d(Ax_{2n}, Bz)$$

$$\leq a \max \left\{ \begin{array}{l}
d(Sx_{2n}, \mathcal{T}z), d(Sx_{2n}, Ax_{2n}), d(\mathcal{T}z, Bz), \\
\frac{1}{2}[d(Sx_{2n}, Bz) + d(\mathcal{T}z, Ax_{2n})] \\
b \max\{d(Sx_{2n}, Ax_{2n}), d(\mathcal{T}z, Bz)\} + c[d(Sx_{2n}, Bz) + d(\mathcal{T}z, Ax_{2n})].
\end{array} \right\}$$
Passing to the limit as $n \to +\infty$, we have
\[
d(z, Bz) \leq a \max \left\{ d(z, Bz), 0, 0, \frac{1}{2}[d(z, Bz) + d(Bz, z)] \right\}
+ b \max\{0, 0\} + c[d(z, Bz) + d(Bz, z)]
= (a + 2c)d(z, Bz) = (1 - b)d(z, Bz).
\]
Since $b > 0$ and $(1 - b) < 1$, which gives that
\[
z = Bz.
\]
Therefore, $Az = Bz = S z = T z = z$, so $z$ is a common fixed point of $A, B, S$ and $T$.

The proof is similar when $A$ is orbitally continuous.

Similarly, the result follows when (b) holds.

Now, suppose that the set of common fixed points of $S, T, A$ and $B$ is totally ordered. We claim that there is a unique common fixed point of $A, B, S$ and $T$. Assume on contrary that $Su = Tu = Au = Bu = u$ and $S\vartheta = T\vartheta = A\vartheta = B\vartheta = \vartheta$ but $u \neq \vartheta$.

By supposition, we can replace $x$ by $u$ and $y$ by $\vartheta$ in (3.1) to obtain
\[
d(u, \vartheta) = d(Au, B\vartheta)
\leq a \max \left\{ d(Su, T\vartheta), d(Su, Au), d(T\vartheta, B\vartheta), \frac{1}{2}[d(Su, B\vartheta) + d(T\vartheta, Au)] \right\}
+ b \max\{d(Su, Au), d(T\vartheta, B\vartheta)\} + c[d(Su, B\vartheta) + d(T\vartheta, Au)]
= (a + 2c)d(u, \vartheta) = (1 - b)d(u, \vartheta).
\]
Since $b > 0$, this implies that $u = \vartheta$.

Conversely, if $A, B, S$ and $T$ have only one common fixed point, then the set of common fixed point of $S, T, A$ and $B$ being singleton is totally ordered. This completes the proof. \qed

As consequence of Theorem 3.2, we may state the following corollary.

**Corollary 3.3.** Let $(X, d, \preceq)$ be an ordered metric space. Let $A, B, S : X \to X$ be given mappings satisfying for every pair $x, y \in \overline{O}(x_0; A, B, S)$ (for some $x_0 \in X$) such that $x$ and $y$ are comparable,
\[
d(Ax, By) \leq a \max \left\{ d(Sx, Sy), d(Sx, Ax), d(Sy, By), \frac{1}{2}[d(Sx, By) + d(Sy, Ax)] \right\}
+ b \max\{d(Sx, Ax), d(Sy, By)\} + c[d(Sx, By) + d(Sy, Ax)],
\]
holds for all comparable $x, y \in X$, where $a \geq 0$, $b, c > 0$ satisfy
\[
a + b + 2c = 1.
\]
The mappings $A, B, S$ satisfy (i)-(vi) and (a) (or (b)) of Theorem 3.2. Then $A, B$ and $S$ have a common fixed point. Moreover, the set of common fixed points of $A, B$ and $S$ in $\overline{O}(x_0; A, B, S)$ is a singleton if and only if it is totally ordered.

**Proof.** It follows by taking $T = S$ in (3.1) and Theorem 3.2. \qed
By choosing \( A, B, S \) and \( T \) suitably in Theorem 3.2, we can deduce some corollaries for a pair as well as for a triple of self mappings.

In what follows, we support the result of Theorem 3.2 by examples.

Following example is inspired by [18].

**Example 3.4.** Let \( \mathcal{X} = [0, +\infty) \) be equipped with the standard metric and order. Consider the mappings \( A, B, S, T : \mathcal{X} \to \mathcal{X} \) given by

\[
A x = \begin{cases} 
\frac{1 + x}{2}, & 0 \leq x \leq 1 \\
4x - 3, & x > 1,
\end{cases} \quad
B x = \begin{cases} 
\frac{2 + x}{3}, & 0 \leq x \leq 1 \\
3x - 2, & x > 1,
\end{cases} \\
S x = \begin{cases} 
0, & 0 \leq x \leq \frac{5}{6} \\
6x - 5, & x > \frac{5}{6},
\end{cases} \quad
T x = \begin{cases} 
0, & 0 \leq x \leq \frac{4}{5} \\
5x - 4, & x > \frac{4}{5}.
\end{cases}
\]

Conditions (i)-(vi) and (a) (or (b)) of Theorem 3.2 are easy to check for \( x_0 = \frac{5}{6} \). Then \( \mathcal{O}(x_0; A, B, S, T) \subset \left[ \frac{5}{6}, 1 \right] \).

Note, though, that conditions (iii) and (v) are not satisfied on the entire space \( \mathcal{X} \).

At present we will prove that condition (3.1) is fulfilled with \( x_0 = \frac{5}{6}, \, a = \frac{7}{5}, \, b = \frac{1}{2}, \, c = \frac{1}{5} \). Then \( a, b, c \) undoubtedly accomplish all conditions, in particular \( a + b + 2c = 1 \).

Take \( x, y \in \mathcal{O}(x_0; A, B, S, T) \subset \left[ 0, \frac{5}{6} \right] \). Then (3.1) converts to

\[
\left| \frac{1 + x}{2} - \frac{2 + y}{3} \right| \leq \frac{2}{5} \max \left\{ \frac{1}{2} \left| 6x - 5y - 1 \right|, \frac{11(1-x)}{2}, \frac{17(1-y)}{3}, \frac{2}{3} \right\} \\
+ \frac{1}{5} \max \left\{ \frac{11(1-x)}{2}, \frac{14(1-y)}{3} \right\} \\
+ \frac{1}{5} \left[ 6x - 5 - \frac{2 + y}{3} \right] + \left[ 5y - 4 - \frac{1 + x}{2} \right].
\]

By means of the replacement \( x = 1 - \xi, \, y = 1 - \xi t, \, 0 \leq \xi \leq 1, \, t \geq 0 \), the preceding inequality turn into

\[
\left| \frac{t}{3} - \frac{1}{2} \right| \leq \frac{2}{5} \max \left\{ \left| 5t - 6 \right|, \frac{11t}{2}, \frac{17t}{3}, \frac{1}{2} \left[ \frac{t}{3} - 6 \right] + \left| 5t - \frac{1}{2} \right| \right\} \\
+ \frac{1}{5} \max \left\{ \frac{11t}{2}, \frac{14t}{3} \right\} + \frac{1}{5} \left[ \frac{t}{3} - 6 \right] + \left| 5t - \frac{1}{2} \right|
\]

and can be tested out by argument on feasible values of \( t \geq 0 \). It is remark that condition (3.1) does not hold exterior of \( \mathcal{O}(x_0; A, B, S, T) \). For instance, it is adequate to take \( x = 2 \) and \( y = 3 \).

Thus, \( A, B, S, T \) have a (unique) common fixed point (which is \( z = 1 \)).

Following is the another example, inspired by [23, 18].

**Example 3.5.** Let \( \mathcal{X} = [0, \infty) \) with the usual distance and define an ordering \( \preceq \) on \( \mathcal{X} \) as follows:

\[
x \preceq y \iff x = y \text{ or } (x, y \in [0, 1] \text{ and } y \leq x).
\]
Define $A, B, S, T : \mathcal{X} \to \mathcal{X}$ by

$$A x = \begin{cases} \ln(\frac{x}{2} + 1), & 0 \leq x \leq 1 \\ 3x, & x > 1 \end{cases}, \quad B x = \begin{cases} \ln(\frac{x}{3} + 1), & 0 \leq x \leq 1 \\ 2x, & x > 1 \end{cases},$$

$$S x = \frac{e^{6x} - 1}{6}, \quad T x = \frac{e^{4x} - 1}{6}.$$ 

Take $x_0 = 1$. Then $\mathcal{O}(x_0; A, B, S, T) \subset (0, 1)$ and $\overline{\mathcal{O}(x_0; A, B, S, T)} = \mathcal{O}(x_0; A, B, S, T) \cup \{0\}$. It is easy to prove all conditions of Theorem 3.2 from (i)-(vi) and (a)-(b) along with condition (3.1) satisfy and 0 is the unique common fixed point of $A, B, S$ and $T$ in $\mathcal{O}(x_0; A, B, S, T)$.

It is observed that the conditions of Theorem 3.2 do not hold on the complete space $\mathcal{X}$.

4. Application to functional equations arising in dynamic programming

The fundamental shape of the functional equation of dynamic programming is given by Bellman and Lee [5] as follows:

$$q(x) = \text{opt}_{y \in D} \{G(x, y, q(\tau(x, y)))\}, \quad x \in W,$$

where $\tau : W \times D \to W$, $G : W \times D \times \mathbb{R} \to \mathbb{R}$ are mappings, while $W \subseteq U$ is a state space, $D \subseteq V$ is a decision space, and $U, V$ are Banach spaces. Here $x$ and $y$ represent the state and decision vectors respectively, $\tau$ represents the transformation of the process and $q(x)$ represents the optimal return with initial state $x$ (where opt denotes max or min).

Subsequently a lot of work have been done in this trend and existence and uniqueness outcome have been attained for solutions and common solutions of some functional equations, as well as systems of functional equations in dynamic programming with the use of fixed point results. For details see [6, 24] and the references therein.

Let $\mathcal{X} = B(W)$ be the set of all bounded real-valued functions on $W$. According to the ordinary addition of functions and scalar multiplication, and with the norm $\| \cdot \|_\infty$ given by

$$\|h\|_\infty = \sup_{x \in W} |h(x)| \text{ for all } h \in \mathcal{X},$$

we have that $(\mathcal{X}, \| \cdot \|_\infty)$ is a Banach space and the respective convergence is uniform. In fact, the distance in $\mathcal{X}$ is given by

$$d_\infty(u, v) = \sup_{x \in W} |u(x) - v(x)| \text{ for all } u, v \in \mathcal{X}.$$ 

Therefore, if we consider a Cauchy sequence $\{h_n\}$ in $\mathcal{X}$, then it converges uniformly to a function, say $h^*$, that is bounded. Therefore $h^* \in \mathcal{X}$.

Let $\sqsubseteq$ be the partial order relation on $\mathcal{X}$ defined by

$$x \sqsubseteq y \text{ if and only if } x(t) \leq y(t) \text{ for any } t \in W.$$
Then \((\mathcal{X}, \sqsubseteq)\) is a partially ordered set. Moreover for any increasing sequence \(\{x_n\}\) in \(\mathcal{X}\) converging to \(x^* \in \mathcal{X}\), we have \(x_n(t) \sqsubseteq x^*(t)\) for any \(t \in W\). Hence, the condition (vi) of Theorem 3.2 in \((\mathcal{X}, \|\|_\infty, \sqsubseteq)\) is fulfilled.

In this section, we study the existence and uniqueness of a common solution of the following functional equations arising in dynamic programming:

\[
q(x) = \sup_{y \in D} \{\mathcal{H}_i(x, y, q(\tau(x, y)))\}, \quad x \in W, \quad i \in \{1, 2, 3, 4\}. \tag{4.1}
\]

Consider the operators \(\mathfrak{S}_i : \mathcal{X} \to \mathcal{X}\) given by

\[
\mathfrak{S}_i h(x) = \sup_{y \in D} \{\mathcal{H}_i(x, y, h(\tau(x, y)))\}, \tag{4.2}
\]

for \(h \in \mathcal{X}, \ x \in W\), where \(i \in \{1, 2, 3, 4\}\); these mappings are well-defined if the functions \(\mathcal{H}_i\) are bounded.

**Theorem 4.1.** Let \(\mathfrak{S}_i : \mathcal{X} \to \mathcal{X}\) be given by (4.2), where \(i \in \{1, 2, 3, 4\}\). Suppose that the following hypotheses hold:

1. \(\mathcal{H}_i : W \times D \times \mathbb{R} \to \mathbb{R}\) are bounded functions, where \(i \in \{1, 2, 3, 4\}\);
2. There exists \(\lambda \geq 0\) such that, for all \(x \in W, \ y \in D\) and \(\ell_i, h_i \in \mathbb{R}\),

\[
|\mathcal{H}_i(x, y, \ell_i) - \mathcal{H}_i(x, y, h_i)| \leq \lambda|\ell_i - h_i| \quad \text{for all} \quad i = 1, 2, 3, 4.
\]
3. For all \(t \in W, \ s \in D, \ h \in \mathcal{X}\), we have:

\[
h(t) \leq \mathcal{H}_1(t, s, h(s)) \text{ and } h(t) \leq \mathcal{H}_2(t, s, h(s));
\]
4. For all \((t, s) \in W \times D, \varsigma \in W h \in \mathcal{X}\), we have:

\[
\mathcal{H}_3(t, s, h(\varsigma)) \leq \mathcal{H}_1(t, s, \mathcal{H}_3(s, \tau, h(\varsigma))), \quad \mathcal{H}_4(t, s, h(\varsigma)) \leq \mathcal{H}_2(t, s, \mathcal{H}_4(s, \tau, h(\varsigma)));
\]
5. For all \(t \in W, \ s \in D, \ h \in \mathcal{X}\), we have:

\[
\mathcal{H}_1(t, s, \mathcal{H}_3(s, \tau, h(\tau))) \leq h(t), \quad \mathcal{H}_2(t, s, \mathcal{H}_4(s, \tau, h(\tau))) \leq h(t);
\]
6. \[
\left\{
\begin{array}{l}
\text{for all } t \in W, h \in \mathcal{X}, \mathfrak{S}_1 \mathfrak{S}_4 h(t) = \mathfrak{S}_4 \mathfrak{S}_1 h(t), \text{ whenever } \mathfrak{S}_1 h(t) = \mathfrak{S}_4 h(t), \text{ and} \\
\text{there exists } \{k_n\} \subset \mathcal{X} \text{ such that } \lim_{n \to \infty} \mathfrak{S}_2 k_n = \lim_{n \to \infty} \mathfrak{S}_3 k_n = k^* \in \mathcal{X} \\
\text{and } \lim_{n \to \infty} \sup_{x \in W} |\mathfrak{S}_2 \mathfrak{S}_3 k_n - \mathfrak{S}_3 \mathfrak{S}_2 k_n| = 0.
\end{array}
\right.
\]

or

\[
\left\{
\begin{array}{l}
\text{for all } t \in W, h \in \mathcal{X}, \mathfrak{S}_2 \mathfrak{S}_3 h(t) = \mathfrak{S}_3 \mathfrak{S}_2 h(t), \text{ whenever } \mathfrak{S}_2 h(t) = \mathfrak{S}_3 h(t), \text{ and} \\
\text{there exists } \{h_n\} \subset \mathcal{X} \text{ such that } \lim_{n \to \infty} \mathfrak{S}_1 h_n = \lim_{n \to \infty} \mathfrak{S}_4 h_n = h^* \in \mathcal{X} \\
\text{and } \lim_{n \to \infty} \sup_{x \in W} |\mathfrak{S}_1 \mathfrak{S}_4 h_n - \mathfrak{S}_4 \mathfrak{S}_1 h_n| = 0.
\end{array}
\right.
\]
the functions $\mathcal{H}_i : W \times D \times \mathbb{R} \rightarrow \mathbb{R}$, $i \in \{1, 2, 3, 4\}$, satisfy

$$
|\mathcal{H}_1(x, y, h(x)) - \mathcal{H}_2(x, y, k(x))| \\
\leq a \max \left\{ \frac{1}{2}|\mathcal{H}_3(s) - \mathcal{H}_4(s)|, |\mathcal{H}_3(s) - \mathcal{H}_4(s)|, |\mathcal{H}_4(s) - \mathcal{H}_3(s)| \right\} \\
+ b \max \{|\mathcal{H}_1(s) - \mathcal{H}_2(s)|, |\mathcal{H}_1(s) - \mathcal{H}_2(s)|, |\mathcal{H}_2(s) - \mathcal{H}_1(s)|\} \\
+ c|\mathcal{H}_1(s) - \mathcal{H}_2(s)| + |\mathcal{H}_1(s) - \mathcal{H}_2(s)| \\
:= R(h(s), k(s))
$$

for all $h, k \in X$, $s \in W$, and some $0 \leq a, b, c > 0$ and $a + b + 2c = 1$.

Then the system of functional equations (4.1) has a bounded solution.

Proof. First of all we prove that $\mathcal{H}_i u$ is a bounded function on $W$, that is, $\mathcal{H}_i u \in X$ and the operators $\mathcal{H}_i$ are well-defined.

We only need to prove that, for all $u \in X$, the function $\mathcal{H}_i u : W \rightarrow \mathbb{R}$ is bounded. Indeed, let $u \in X$ be arbitrary. As $u$ is bounded, by hypothesis (D1), there exists $\lambda_1 > 0$ such that

$$
|u(x)| \leq \lambda_1 \text{ for all } x \in W.
$$

By hypothesis (D1), there exists $\lambda_2 > 0$ such that, for all $x \in W$ and all $y \in D$,

$$
|\mathcal{H}_1(x, y, 0)| \leq \lambda_2.
$$

Now by hypothesis (D2), for all $x \in W$ and all $y \in D$,

$$
|\mathcal{H}_1(x, y, u(\tau(x, y)))| = |\mathcal{H}_1(x, y, u(\tau(x, y)) - \mathcal{H}_1(x, y, 0)) + |\mathcal{H}_1(x, y, 0)| \\
\leq \lambda|u(\tau(x, y)| + \lambda_2 \leq \lambda \lambda_1 + \lambda_2.
$$

As a result, for all $x \in W$, we have that

$$
|\mathcal{H}_1(x, y, h(x, y))| \leq \sup_{y \in D} |\mathcal{H}_1(x, y, h(\tau(x, y))| \leq \lambda \lambda_1 + \lambda_2.
$$

That implies that $\mathcal{H}_i u$ is a bounded function on $W$, that is, $\mathcal{H}_i u \in X$ and the operator $\mathcal{H}_i$ is well-defined. Similarly we can show that other $\mathcal{H}_i$ ($i = 2, 3, 4$) are well-defined.

Now, let $\lambda$ be an arbitrary positive number, $x \in W$ and $h_1, h_2 \in X$. Then there exist $y_1, y_2 \in D$ such that

$$
\mathcal{H}_1(x, y_1, h_1(\tau(x, y_1))) + \lambda,
\mathcal{H}_2(x, y_2, h_2(\tau(x, y_2))) + \lambda,
\mathcal{H}_1(x, y_2, h_1(\tau(x, y_2))),
\mathcal{H}_2(x, y_1, h_2(\tau(x, y_1))).
$$

Let $h_1, h_2 \in X$. Using hypothesis (D3), (4.5) and (4.6), for all $t \in W$, we have

$$
h_1(t) \leq \mathcal{H}_1(\tau(x, y_1)) + \lambda,
\mathcal{H}_2(\tau(x, y_2)) + \lambda,
\mathcal{H}_1(\tau(x, y_2)),
\mathcal{H}_2(\tau(x, y_1)).
$$

Then we have $h \subseteq \mathcal{H}_1 h$ and $h \subseteq \mathcal{H}_2 h$ for all $h \in X$. This implies that $\mathcal{H}_1$ and $\mathcal{H}_2$ are dominating maps.
Let \( h \in \mathcal{X} \). Using hypothesis \((D4)\), for all \( t \in W \), we have
\[
\mathcal{Z}_3 h(t) = \sup_{s \in D} \mathcal{H}_3(t, s, h(s)) \leq \sup_{s \in D} \mathcal{H}_1(t, s, \mathcal{H}_3(s, \tau, h(\varsigma)))
\leq \sup_{s \in D} \mathcal{H}_1(t, s, \mathcal{Z}_3 h(s)) = \mathcal{Z}_1 \mathcal{Z}_3 h(t).
\]

Similarly, using hypothesis \((D4)\), for all \( t \in W \), we have
\[
\mathcal{Z}_4 h(t) = \sup_{s \in D} \mathcal{H}_4(t, s, h(s)) \leq \sup_{s \in D} \mathcal{H}_2(t, s, \mathcal{H}_4(s, \tau, h(\varsigma)))
\leq \sup_{s \in D} \mathcal{H}_2(t, s, \mathcal{Z}_4 h(s)) = \mathcal{Z}_2 \mathcal{Z}_4 h(t).
\]

Then, we have \( \mathcal{Z}_3 h \subseteq \mathcal{Z}_1 \mathcal{Z}_3 h \) and \( \mathcal{Z}_4 h \subseteq \mathcal{Z}_2 \mathcal{Z}_4 h \) for all \( h \in W \). This implies that the pairs \((\mathcal{Z}_3, \mathcal{Z}_1)\) and \((\mathcal{Z}_4, \mathcal{Z}_2)\) are partially weakly increasing.

Let \( h \in \mathcal{X} \). Using hypothesis \((D5)\), for all \( t \in W \), we have
\[
\mathcal{Z}_1 \mathcal{Z}_3 h(t) \leq h(t) \text{ and } \mathcal{Z}_2 \mathcal{Z}_4 h(t) \leq h(t).
\]

Then, we have \( \mathcal{Z}_1 \mathcal{Z}_3 h \subseteq h \) and \( \mathcal{Z}_2 \mathcal{Z}_4 h \subseteq h \) for all \( h \in \mathcal{X} \). This implies that \( \mathcal{Z}_1 \) and \( \mathcal{Z}_2 \) are weak annihilators of \( \mathcal{Z}_3 \) and \( \mathcal{Z}_4 \) respectively.

From hypothesis \((D6)\), the pair \((\mathcal{Z}_1, \mathcal{Z}_4)\) is weakly compatible and \((\mathcal{Z}_2, \mathcal{Z}_3)\) is compatible, or the pair \((\mathcal{Z}_2, \mathcal{Z}_3)\) is weakly compatible and \((\mathcal{Z}_1, \mathcal{Z}_4)\) is compatible.

Now, by using \((4.3)\), \((4.6)\) and hypothesis \((D7)\), we obtain
\[
\mathcal{Z}_1 h_1(x) - \mathcal{Z}_1 h_2(x) < \mathcal{H}_1(x, y_1, h_1(\tau(x, y_1))) - \mathcal{H}_2(x, y_1, h_2(\tau(x, y_1))) + \lambda \\
\leq |\mathcal{H}_1(x, y_1, h_1(\tau(x, y_1))) - \mathcal{H}_2(x, y_1, h_2(\tau(x, y_1)))| + \lambda \\
\leq R(h_1(x), h_2(x)) + \lambda
\]
and so we have
\[
\mathcal{Z}_1 h_1(x) - \mathcal{Z}_2 h_2(x) < R(h_1(x), h_2(x)) + \lambda.
\tag{4.7}
\]

Analogously, by using \((4.4)\) and \((4.5)\), we get
\[
\mathcal{Z}_1 h_2(x) - \mathcal{Z}_1 h_1(x) < R(h_1(x), h_2(x)) + \lambda
\tag{4.8}
\]

Finally, from \((4.7)\) and \((4.8)\), we deduce
\[
|\mathcal{Z}_1 h_1(x) - \mathcal{Z}_2 h_2(x)| < R(h_1(x), h_2(x)) + \lambda,
\]
implies that
\[
d_{\infty}(\mathcal{Z}_1 h_1, \mathcal{Z}_2 h_2) \leq R(h_1, h_2) + \lambda.
\]

Notice that the last inequality does not depend on \( x \in W \) and \( \lambda > 0 \) is taken arbitrarily, therefore we obtain that
\[
d_{\infty}(\mathcal{Z}_1 h_1, \mathcal{Z}_2 h_2)
\leq a \max \left\{ d_{\infty}(\mathcal{Z}_4 h(s), \mathcal{Z}_3 k(s)), d_{\infty}(\mathcal{Z}_3 h(s), \mathcal{Z}_1 h(s)), d_{\infty}(\mathcal{Z}_4 k(s), \mathcal{Z}_2 k(s)), \frac{1}{2} [d_{\infty}(\mathcal{Z}_4 h(s), \mathcal{Z}_2 k(s)) + d_{\infty}(\mathcal{Z}_3 k(s), \mathcal{Z}_1 h(s))], b \max \{d_{\infty}(\mathcal{Z}_4 h(s), \mathcal{Z}_1 h(s)), d_{\infty}(\mathcal{Z}_3 k(s), \mathcal{Z}_2 h(s))\} + c [d_{\infty}(\mathcal{Z}_4 h(s), \mathcal{Z}_2 k(s)) + d_{\infty}(\mathcal{Z}_3 k(s), \mathcal{Z}_1 h(s))]. \right\}
\]

Hence Theorem 3.2 is applicable since all its hypotheses are satisfied for operators \( \mathcal{A} = \mathcal{Z}_1, \mathcal{B} = \mathcal{Z}_2, \mathcal{S} = \mathcal{Z}_3 \) and \( \mathcal{S} = \mathcal{Z}_4 \). Thus, there exists a common fixed point of
$A, B, S$ and $\mathbb{S}$, i.e., a bounded solution $\nu^* \in \mathcal{X}$ such that $\mathbb{S}_i \nu^* = \nu^*$. In other words, for all $x \in W$,

$$\nu^*(x) = \mathbb{S}_i \nu^*(x) = \sup_{y \in D} \{ H_i(x, y, \nu^*(\tau(x, y))) \}.$$

This completes the proof. \hfill \Box
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