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SUPPORT VECTOR MACHINE AND BOOSTING BASED

MULTICLASS CLASSIFICATION FOR TRAFFIC SCENE

OBSTACLES

ROXANA MOCAN AND LAURA DIOŞAN

Abstract. Multiclass classification is an extensively researched topic due
to its importance in making the binary classification problems a complex
and well tuned system and minimising the running time for multiple clas-
sification problems. In the traffic scenes one can encounter several types of
obstacles like cars, pedestrians, animals, low elevated objects, road signs
that must be detected and categorised for safety reasons regarding the dri-
ver and traffic. The purpose of this paper is two-folds: to accurately classify
four obstacle types (pedestrians, cars, animals and other types of objects)
and to compare some multiclass classification methods based on Support
Vector Machine and Boosting algorithms. The experiments showed that
the method Fuzzy Clustering with improvements using Particle Swarm Op-
timisation achieves great results compared to the traditional hierarchical
multiclass classification and the proposed hybrid approach that combines
Boosting and Support Vector Machine increases the classification accuracy
even further.

1. Introduction

The main purpose of the paper is to classify multiple types of objects in
traffic scenes. The focus is to accurately classify animals, pedestrians, cars
and road signs given an area of interest. Objects belonging to the same class
may vary from each other in view or shape, which increases the difficulty of
classification. An accurate traffic scene classification cannot be done without
a discriminative feature extractor and a strong multiclass system. For feature
extraction phase a method that extracts from images the Histogram of Ori-
ented Gradients (HOG) based on Aspect Ratio of Region of Interest (ROI) is
presented. This method is characterised by a good discriminative power and
improves not only the classification results, but the prediction time too. For
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the learning phase, an hierarchical approach is proposed: the learning data are
distributed on layers by using a Fuzzy Clustering algorithm, whose parameters
are optimised by a Particle Swarm Optimisation (PSO) method. For classi-
fication a hybrid approach that combines Support Vector Machine (SVM) as
base classifier and boosting for increasing the classification rate is proposed.
The comparison with the traditional methods, both for feature extraction and
multiclass classification, show that the proposed approach can improve the
prediction performance.

The contribution of this paper is two-fold:

• We propose a hybrid classifier that combines the SVM with boosting
in order to get better results in terms of accuracy. Tests have shown
that using only SVM will speed up the process, but for better results is
needed a more complex classification system. The classifier is based on
a Fuzzy C-Means (FCM) algorithm whose parameters are optimized
by PSO.

• We present the improvements obtained by FCM Clustering and PSO
over the Traditional Hierarchical Classification (THC) in order to clas-
sify multiple types of objects from traffic scenes.

The outline of the paper is as follows. After briefly reviewing related work
to multiclass classification algorithms in Section 2, we present the background
of our system in Section 3.The proposed approach is described in Section 4.
Numerical experiments are presented in Section 5, while the conclusions are
highlighted in Section 6.

2. Related work

Different methodologies have been developed until now for dealing with
the multiclass classification problem.

2.1. Extended Binary Classifiers. A first category is represented by sev-
eral binary classifiers that have been naturally extended to the multiclass case
directly:

• Artificial Neuronal Networks [1] - by having more binary output neu-
rons [2].

• SVM [3] - additional parameters and constraints are added to the
optimisation problem involved in the classical SVM in order to handle
the separation of the different classes.

2.2. Binarisation techniques. This section discusses strategies for reducing
the problem of multiclass classification to multiple binary classification prob-
lems (e.g. SVM where the number of classes are divided repeatedly by two
until is reached a binary classification [4]. Previous works have been done
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showing the advantage of binarisation techniques [5], [6] and [7]. After decom-
position, an individual classifier is designed to classify only some classes in the
problem [8]. In order to label all the examples, a combination method must be
used. Usually, it is easier to build a classifier to distinguish only between fewer
classes than to consider all the classes of the problem. When the classifier has
to distinguish between two classes only, the ensemble will be composed by
some base binary learners. Different decomposition strategies can be found in
the literature:

• one-against-all (OAA) - the strategy involve training a single classifier
per class, with the samples of that class as positive samples and all
other samples as negatives [9]. In this case, K base binary classifiers,
where K is the number of classes, are required in order to discriminate
one of the classes from all other classes.

• one-against-one (OAO) - one trains K(K−1)/2 binary classifiers for a
K-way multiclass problem; each classifier receives the samples of a pair
of classes from the original training set, and must learn to distinguish
these two classes. At prediction time, a voting scheme is applied [7].

Different methods to combine the outputs of the base classifiers from these
strategies have been developed, called in what follows aggregation methods.
In the case of OAO strategy, several aggregation methods are used in order
to obtain the predicted class from a score matrix computed by the binary
classifiers from the ensemble. Some of them are:

• Preference relations solved by Non-Dominance Criterion (ND) [10],
• Voting (binary voting or Max-Wins rule [11]),
• Binary tree of classifiers (BTC) [12],
• Weighted voting strategy (WV) [13]),
• Learning valued preference for classification (LVPC) [14], [13],
• Nesting one-against-one (NEST) [15].

2.3. Special formulations. The last category includes methods that require
special formulations in order to be able to solve the multiclass classification
problem (classifiers that have a built-in multiclass support). Approaches that
try to pose a hierarchy on the output space (the available labels) and then to
perform a series of tests to detect the class label of new patterns are included
in this category. Some multiclass classification problems allows arranging the
classes in a tree, obtaining a hierarchical division of the output space. In this
case, a special class of classifiers could be used:

• Binary Hierarchical Classifier [16] introduces a hierarchical technique
to recursively decompose a K-class problem in two meta-class prob-
lems. A generalised modular learning framework is used to partition a
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set of classes into two disjoint groups called meta-classes. The coupled
problems of finding a good partition and of searching for a linear fea-
ture extractor that best discriminates the resulting two meta-classes
are solved simultaneously at each stage of the recursive algorithm.
This results in a binary tree whose leaf nodes represent the original K
classes.

• Divide–By–2 tree [17] is used for extending SVM to multiclass prob-
lems. Divide–By–2 offers an alternative to the standard OAO and
OAA algorithms. Beginning with the whole data set, Divide–By–2 hi-
erarchically divides the data into two subsets until every subset consists
of only one class. This algorithm divides the data such that instances
belonging to the same class are always grouped together in the same
subset. Thus, it requires only N − 1 classifiers, where N represent the
number of training examples. In Section 3.2 we describe in detail how
these N − 1 classifiers are built during training. And, in Section 5 we
illustrate how Divide–By–2 method classifies new data in the testing
phase.

3. Theoretical Background

The approach developed in this paper is a hybrid multiclass classifier.
It combines SVM with boosting in order to get better results in terms of
accuracy. Tests showed that using only SVM will speed up the process, but for
better results is needed a more complex classification system. Furthermore, the
hybrid approach is based on a fuzzy clustering of data, when an optimised FCM
algorithm is used (the optimisation of the clustering algorithm is performed
by a PSO method).

Furthermore, this paper aims, also, to present the improvements obtained
by FCM clustering and PSO over the THC in order to classify multiple types
of objects from traffic scenes. The focus is to classify animals, pedestrians,
cars and others, given a region of interest. All classification systems, which
have as input images, have to perform two steps:

• feature extraction from each image and
• model learning.

Each step will be detailed in what follows.

3.1. Feature extraction. Depending on image width (W ) and height (H)
the ROI can have different aspect ratio. For example the ROI of a pedestrian
image has W much smaller than the height H, an animal image can have
H = W or H < W depending on animal’s position, car images have always
W > H and others can have different sizes depending on the object. That
is the reason Aspect Ratio Histogram of Oriented Gradients [18] has been
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included in this paper, for getting the same size for all HOG vectors, but not
depending on the input image size.

3.2. Multiclass classification. Several multiclass classifiers are investigated
in this paper. Some of them already exists in literature, while others are
proposed here in comparison to the traditional ones.

3.2.1. Traditional Hierarchical Multiclass Classification. In this paper, the
THC is used: the K classes are repeatedly divided in two groups for each
layer, heuristically chosen, as represented in Fig. 1.

Figure 1. Hierarchy of classes

3.2.2. Hybrid Multiclass Classification using FCM based on Particle Swarm
Optimization (FCM&PSO). The proposed approach is based on a hierarchi-
cal classification system. In this hierarchy, the input data are separated by
using an optimised FCM clustering approach (the parameters of the FCM are
optimised by a PSO algorithm). The idea of FCM-based multiclass classifi-
cation have been proposed in [19], but this time, at the classification level, a
hybrid method is actually used: an SVM is combined by Boosting.

3.2.3. Fuzzy C-means. Fuzzy clustering algorithms treat clusters as soft groups
to which every data object has a membership degree. These algorithms are
slower than crisp approaches, but give better results in cases where data is
incomplete or uncertain and has a wider applicability.

The FCM algorithm, proposed by Bezdek [20], is the one of the most pop-
ular fuzzy clustering algorithms in the literature and it creates the non-unique
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partitioning of the data in a collection of clusters. FCM is using a fuzzifi-
cation parameter M in the range [1, N ] (N is the number of data samples),
which defines the degree of fuzziness in the cluster. This parameter, known as
weighting exponent, indicates the width of the group as follows:

• M = 1 means that there is a crisp clustering of points
• M > 1 is the degree of fuzziness among points in the decision space1.

When tests on Learn in Layers approach [18] have been made, results
showed that most of the classification errors were made in the first layer and
have spread into the next layers. This kind of misclassification can be recovered
by using clustering. This approach did not removed all the false positives, but
it improved the results. Therefore all the data was separated in 2 clusters and
trained the samples belonging to each cluster separately, a cluster containing
all 4 initial classes, as in Figure 1. In the first cluster we had the majority of the
samples (the samples that are more similar, in terms of distance correlation)
and in the second cluster we had some samples that are different than the
others (outliers) and must be treated differently for getting a better prediction.

The need of fuzzy clustering came from the idea of removing from cluster
1 only the samples that are too dissimilar (the membership degree threshold
was more relaxed than the one from simple clustering).

For prediction phase we only computed the correlation distance from both
clusters (by using Eq. 1) and decided which path will follow for further pre-
diction (the models trained for cluster 1 or 2).

(1) d(H1,H2) =

N∑
i=1

(H1(i)−H
′
1)(H2(i)−H

′
2)√

N∑
i=1

(H1(i)−H
′
1)

2(H2(i)−H
′
2)

2

where:

• H1 = sample (HOG vector),
• H2 = center (also a HOG vector),
• N = number of histogram bins,
• H

′
k = 1

N

∑N
j=1Hk(j), where Hk(j) is a HOG vector and is a sample

or center depending on k (k = 1 or k = 2) and H
′
is the mean of all

samples.

The performance of the presented algorithm is strongly influenced by its
parameters. Therefore, a PSO algorithm is involved in the proposed approach
in order to identify the best values of these parameters.

1Common range for M is [1.25, 2].



76 ROXANA MOCAN AND LAURA DIOŞAN

3.2.4. PSO. Inspired by social behaviour of birds and fish, PSO algorithm
combines self-experience with social experience [21]. PSO is a global swarm
algorithm which uses multiple individual particles in parallel to explore the
search space for the optimal solution. This algorithm uses the overall best
solution and individual particle’s best solution, a particle’s inertia to determi-
nate how to move each particle through the search space. A swarm is a set
of particles that maintains its global best (gBest). A particle is a potential
solution with position and velocity. Each particle maintains individual best
position (pBest). Each particle tries to modify its position using the following
information: current position, current velocities (momentum term), distance
between the current position and pBest (cognitive term), distance between the
current position and gBest (social term). Basic steps of the PSO algorithm
[21] are:

(1) Initialization of the swarm from the solution space;
(2) Evaluation of the fitness of each particle;
(3) Update individual and global bests;
(4) Update velocity and position of each particle;
(5) Go to step 2 and repeat until termination condition.

4. Proposed Approach

4.1. Hybrid classifier: SVM + Boosting. The algorithm takes each sam-
ple and extracts the information using HOG based on Abspect Ratio of the
images and computes by FCM the clustering for all the samples and the cen-
troids are initialised with random samples from dataset. The FCM from this
project has 2 centroids that are changing after each iteration in order to find
the best division of samples in clusters. The output of the FCM algorithm is
a membership matrix. Matrix size is N × C (where N is number of samples
and C is number of centers) and it contains for each sample the percentage of
belonging towards one centroid or another.

First the pBest and gBest of all particles are initialised with the same
matrix, but after some iterations pBest of each particle changes individually
if some membership matrix that have a better objective function (smaller
Euclidean distance between samples from the same cluster) can be found.
The global best gBest changes only if a particle finds the smallest distance
between the centroids and belonging samples.

When the Euclidean distance from center to all samples from class has
reached a minimum, the membership matrix that had made this minimum to
be reached, is kept and the best of all particles is gBest. This is computed
like multi-threading, but with communication between particles.
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In the project 10 particles are utilised, and maximum 100 iterations are
performed. PSO fuzzy clustering is stopped when the maximum number of
iterations is reached or when is no difference between gBest and previous
gBest for 5 consecutive iterations.

Despite its simplicity and ease of implementation, FCM has some short-
comings, such as sensitivity to the initialisation of the prototypes and the
possibility of being trapped into the local optima. Data clustering algorithms
based on swarm perform global search and thus can be used to improve clus-
tering for a multidimensional feature space. A simpler algorithm for clustering
is not possible using this approach. The k-means algorithm, for example, has
not a membership matrix as output, therefore PSO receives no input.

Boosting Ensemble was successfully applied to extreme learning and has
increased generalisation performance and stability of the system. Boosting
refers to a general and, probably, effective method of producing a very accurate
classifier by combining rough and moderately inaccurate rules of thumb. It is
based on the observation that finding many rough rules of thumb can be a lot
easier than finding a single, highly accurate classifier. The boosting algorithm
repeatedly calls this weak learner, each time feeding it a different distribution
over the training data.

For Boosting are used 200 weak classifiers and a weak classifier has max-
imum depth equal to two levels. The approach developed in this paper com-
bines the FCM technique with boosting in order to get better results in terms
of accuracy. The numerical tests showed that using only SVM will speed
up the process, but for better results is needed a more complex classification
system. In the proposed approach, in the first layer, FCM based on PSO al-
gorithm combined by SVM as base classification method is used because the
numerical experiments showed that the most misclassification is performed in
the first layer and the error will propagate along the branches of the tree. For
such a complex algorithm that has multiple iterations, the run time speed of
the SVM method is needed. For the second layer, where we only have on each
branch two classes, we can use Boosting even if is slower than SVM, but it
has better results. The main reason of using this type of computation is that
for a fast, but weak classifier we must use a complex system and for models
that are smaller in terms of samples we can use a slow but strong classifier.

This hybrid classification consists on a trade-off of time consuming and
gained accuracy.
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5. Numerical experiments

The purpose of this paper is to validate the new approach and to compare
it to THC and FCM&PSO improvements using the hybridisation schemes for
multiclass classification described in previous sections.

Images are gathered from more than one image processing data sets:
INRIA Pedestrian Dataset [22], Caltech Pedestrian and car data set [23] and
the majority are from Stereo Camera placed on car and cropped after. The
entire data set used for these experiments is a combination of internet images
with real life images for a more robust classification.

As programming language C++ was used; the container vector is part of
std library and image reading, processing and learning uses OpenCv library.

Classes
Data set for all 4 classes

Train images Test images Sample

Animal 3500 500

Pedestrian 3500 500

Car 3500 500

Others 3500 500
Table 1. Number of ROI images in the dataset

The performance measures that could be taken into account in the case of
a classification problem are: the true positive rate (TPR), the false positive
rate (FPR) and Global Accuracy (computed as an average over all classes)
[18].

In Table 2 we compared the traditional approach with FCM based classifi-
cation and the results show that the second algorithm achieved better results
for global accuracy than the first one, but it has worse results for TPR on
Animal class. In Table 3 we compared the FCM with PSO approach against
the hybrid approach and the hybrid can show overall better results. Even if
the global accuracy from FCM based classification is better than FCM with
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PSO based classification with 1%, by using PSO the results are improved for
Animal class with 14% and the 4 classes have about the same average accuracy.

FCM optimised by PSO performs better than traditional with 4.5% for
global accuracy.

The proposed hybrid approach FCM & PSO has improved the global ac-
curacy with 2%.

Method THC FCM & PSO
TPR FPR Global Accuracy TPR FPR Global Accuracy

Animal 0.66 0.11 0.7906 0.70 0.09 0.8356
Pedestrian 0.78 0.06 ± 0.00039 0.87 0.05 ± 0.00036

Car 0.62 0.09 0.70 0.06
Others 0.66 0.14 0.73 0.11

Table 2. Experimental results for THC and classification
using FCM

Method FCM&PSO Proposed approach
TPR FPR Global Accuracy TPR FPR Global Accuracy

Animal 0.70 0.09 0.8356 0.71 0.10 0.8553
Pedestrian 0.87 0.05 ± 0.00036 0.89 0.08 ± 0.000345

Car 0.70 0.06 0.74 0.01
Others 0.73 0.11 0.78 0.16

Table 3. Experimental results for classification using FCM &
PSO and classification using the proposed approach

6. Conclusions and further work

The aim of this paper is to improve the classification accuracy of the
four types of objects that we can find most often in traffic scenes (animal,
pedestrian, car and other objects). Different methods used for multiclass clas-
sification of objects in traffic scene have been presented. The classes contain
ROI images with animals, pedestrians, cars and others.

First, we experiment with a multiclass THC and than we added FCM
for excluding outliers. FCM method worked better than the traditional one,
but for animal class the results have been weaker. Therefore, we added PSO
optimisation in order to provide better balance of fuzzy clustering and to avoid
falling into local minima quickly and thereby obtaining better solutions.
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In the end we tried a hybrid classifier that outperforms the previously
investigated methods by using different classifiers for each layer. Further work
would consist in adding new feature extraction algorithms to improve the
classification results.
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