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Abstract. The DNA fragment assembly is a very complex optimiza-
tion problem important within many fields, such as bioinformatics, com-
putational biology or medicine. The problem is NP-hard, that is why
many computational techniques, including computational intelligence al-
gorithms, were designed to find good solutions for this problem. This
paper is intended to present and investigate two reinforcement learning
based models for solving the DNA fragment assembly problem. We pro-
vide an experimental comparison of these two models, that will study the
obtained performances of the reinforcement learning based approaches, by
using different action selection policies, with variable parameters.

1. Introduction

Determining the order of nucleotide bases, or the process of DNA sequenc-
ing, has nowadays become of great importance in basic biology research, as
well as in various fields such as medicine, biotechnology or forensic biology.
The main problem with the current sequencing technology is that it cannot
read an entire genome at once, not even more than 1000 nucleobases.

The DNA fragment assembly (FA) refers to reconstructing the original
DNA sequence from a large number of fragments, each several hundred nucle-
obases long, based on common subsequences of fragments. It is an NP-hard
combinatorial optimization problem, growing in importance and complexity
as more research centers become involved in sequencing new genomes [5].
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Reinforcement Learning (RL) [14] is an approach to machine intelligence
in which an agent [13] can learn to behave in a certain way by receiving
punishments or rewards for its chosen actions. The learner is not told which
actions to take, as in most forms of machine learning, but instead must discover
which actions yield the highest reward by trying them.

In this paper we aim at investigating two reinforcement learning based
models for solving the problem of DNA fragment assembly. One of these mod-
els, which was previously proposed in [2], is improved in this study. Moreover,
this paper introduces a second reinforcement learning based model for the
same problem and compares the two approaches.

The rest of the paper is organized as follows. Section 2 introduces the
DNA fragment assembly problem as well as some main aspects related to re-
inforcement learning. The reinforcement learning models that we propose for
solving the FA problem are detailed in Section 3. Experimental evaluations,
analysis and comparisons of the algorithms are given in Section 4. Section 5
outlines some conclusions of the paper and indicates future research directions.

2. Background

This section briefly presents the DNA FA problem as well as some funda-
mental aspects related to reinforcement learning.

2.1. The DNA Fragment Assembly Problem. Determining the order of
nucleotide bases (molecules composing the DNA), or the process of DNA se-
quencing, has nowadays become of great importance in basic biology research,
as well as in fields such as medicine, biotechnology or forensic biology. The
main problem with the current sequencing technology is that it cannot read an
entire genome at once, not even more than 1000 bases. As even the simplest
organisms (such as viruses or bacteria) have much longer genomes, the need
to develop methods that would overcome this limitation arose. One of these,
called shotgun sequencing was introduced in 1982, by Fred Sanger [11] and it
consists of the next steps: first, several copies of the DNA molecule are cre-
ated; then each of the copies is cut at random sites in order to obtain molecules
short enough to be sequenced directly - fragments; the last and most difficult
step involves assembling these molecules back into the original DNA, based on
common subsequences of fragments. The DNA FA problem specifically refers
to this last step. For more details, we refer the reader to [2].

2.2. Reinforcement Learning. Background. Reinforcement Learning [8]
is an approach to machine intelligence that combines two disciplines to solve
successfully problems that neither discipline can address individually: Dy-
namic programming and Supervised learning. RL is a synonym of learning by
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interaction [10]. During learning, the adaptive system tries some actions (i.e.,
output values) on its environment, then, it is reinforced by receiving a scalar
evaluation (the reward) of its actions. The reinforcement learning algorithms
selectively retain the outputs that maximize the received reward over time.
Reinforcement learning tasks are generally treated in discrete time steps. In
RL, the computer is simply given a goal to achieve. The computer then learns
how to achieve that goal by trial-and-error interactions with its environment.

An important aspect in reinforcement learning is maintaining an equilib-
rium between exploitation and exploration [15]. The agent should accumulate
a lot of reward, by choosing the best experienced actions, but at the same
time it must explore its environment, by trying new actions. In this study we
use three policies for selecting actions: the ε-greedy policy [14], the softmax
policy [14] and an intelligent ε-Greedy based action selection mechanism, that
we have introduced in [3], which uses a one step look-ahead procedure in order
to better guide the exploration of the agent through the search space.

3. Reinforcement Learning Based Models for the DNA
Fragment Assembly Problem

In this section we introduce the two reinforcement learning models pro-
posed for solving the DNA FA problem. First, we present some concepts and
notations that will apply to both models.

A general reinforcement learning task is characterized by four components:
a state space S specifying all possible configurations of the system; an action
space A listing all available actions for the learning agent; a transition function
δ specifying the possibly stochastic outcomes of taking each action in any state;
a reward function defining the possible reward of taking each of the actions.

Let us consider that Seq is a DNA sequence and F1, F2, . . . , Fn is a set of
fragments. As indicated in Subsection 2.1, the FA problem consists of deter-
mining the order in which these fragments have to be assembled back into the
original DNA molecule, based on common subsequences of fragments. Conse-
quently, the FA problem can be viewed, from a computational perspective, as
the problem of generating a permutation σ of {1, 2, . . . , n} that optimizes the
performance of the alignment Fσ = (Fσ1 , Fσ2 , . . . , Fσn) (n > 1). The perfor-
mance measure PM we consider in this paper is one of the fitness functions
defined in [9], which sums the overlap scores over all adjacent fragments and
has to be maximized. According to [9], the performance measure PM for the
sequence of fragments Fσ = (Fσ1 , Fσ2 , . . . , Fσn) is defined as in Equation (1):

(1) PM(Fσ) =
n−1∑
i=1

w(Fσi , Fσi+1)



A COMPARISON OF RL MODELS FOR THE FRAGMENT ASSEMBLY PROBLEM 93

where w(a, b) denotes the similarity measure between sequences a and b.

3.1. Path Finding Model. We have previously introduced a reinforcement
learning based model for the FA problem [2]. In the rest of the paper, it will
be referred to as the path finding model. The RL task associated to the FA
problem consists in training the agent to find a path from the initial to a final
state having the maximum associated overall similarity. During the training
step of the learning process the learning agent determines its optimal policy in
the environment, i.e. the mapping from states to actions that maximizes the
sum of the received rewards. The equivalent action configuration is viewed as
a permutation that gives the optimal alignment of the DNA fragments. As the
goal is to find a path having the maximum value of the performance measure,
the reinforcement function rewards the agent with a small value (e.g. 0.1) for
each transition to an non terminal state and with the performance measure of
the found alignment, after a transition to a final state [2]. For training the FA
agent [2] we used a Q-learning approach [14], in conjunction with an ε-Greedy
action selection policy. For more details about the definitions of the state and
action spaces or reward and transition functions, we refer the reader to [2].

Here we propose a modification of the reward function for this model, in
order to better guide the agent towards good solutions. The reward function,
as defined in [2], illustrates situations when feedback is given at the end of each
trial episode. It will be modified so as to give feedback to the agent after each
transition to a new state, even if the state is not final. The moment of reward-
ing is important in the learning process, as learning happens faster if feedback
is being given after each transition from one state to another. If we denote by
π a path from the initial to a final state, π = (π0π1π2 . . . πn), where π0 = s1
(s1 is the initial state), by aπ = (aπ0aπ1aπ2 . . . aπn−1) - the sequence of actions
obtained following the transitions between the successive states from the path
π, which gives the alignment of fragments Faπ = (Faπ0 , Faπ1 , . . . , Faπn−1

) (see

[2]), then the new definition of the reward function is given in Formula 2:

(2) r(πk|s1, π1, π2, . . . , πk−1) =

{
0 if k = 1
w(Faπk−1

, Faπk−2
) otherwise

where by r(πk|s1, π1, π2, . . . , πk−1) we denote the reward received by the agent
in state πk, after its history in the environment is π = (π0 = s1, π1, π2, . . . , πk−1).

Therefore, after each transition to a new state, the FA agent receives as
reward the value of the similarity measure between the fragment corresponding
to the current action and the fragment corresponding to the previously taken
action. As the learning goal is to maximize the total amount of rewards
received on a path from the initial to a final state, the FA agent is actually
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trained to find a path π that maximizes the overall similarity of the associated
alignment.

3.2. Permutation Model. In the following, we introduce a second reinforce-
ment learning based model for the DNA FA problem, considering the general
aspects introduced at the beginning of this section. In the rest of the paper,
this model will be referred to as the permutation model.

The components of the reinforcement learning task are:

• The state space S (the agent’s environment) will consist of n! states,
i.e S = {s1, s2, . . . , sn!}. Each state si, i = 1, n! in the environment
will represent a permutation of all the elements from the fragment set
{F1, F2, . . . , Fn} : Fσi = (Fσi1

, Fσi2
, . . . , Fσin). The initial state will be

represented by the identical permutation s0 = (F1, F2, . . . , Fn). A state
s reached by the agent at a given moment will be considered a terminal
(final) state if the associated performance measure is sufficiently close
to a goal value. However, in order to be able to define a final state,
apriori knowledge is needed to determine an upper bound of the set of
values for the performance measure of all possible permutations.

• The action space consists of
(
n
2

)
= n(n−1)

2 actions available to the prob-

lem solving agent. Let us denote byNa = n(n−1)
2 the number of actions.

An action will be a pair of distinct indices (i, j), i, j ∈ {1, · · · , n}, i 6= j
specifying that the fragments located at indices i and j in the cur-
rent state will be interchanged in order to make a transition to the
following state. Therefore, the action space may be represented as
A = {a1, a2, . . . , aNa}, where ak ∈ {(i, j)|i, j ∈ {1, · · · , n}, i 6= j}, ∀1 ≤
k ≤ Na.
• The transition function δ : S → P(S) between the states is defined as:

(3) δ(sj) =

Na⋃
k=1

∆(sj , ak) ∀j ∈ {1, · · · , n!},

where ∆(sj , ak) = sl, ∀j, l ∈ {1, · · · , n!}, l 6= j and sl is the state
resulted from sj , by interchanging the elements on the positions spec-
ified by ak. This means that, at a given moment, from a state s ∈ S
the agent can move in Na successor states, by executing one of the Na

possible actions. The transitions between the states are equiprobable,
the transition probability P (s, s′) between a state s and each neighbor
state s′ of s is equal to 1/Na.
• The reward function will also be based on the performance measure for

a sequence of fragments, as defined in Formula (1). In this case, the
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reinforcement function associated to a transition from a state sj = Fσj
to a state sl = Fσl (j, l ∈ {1, · · · , n!}, l 6= j), by executing action
ak, 1 ≤ k ≤ Na, will be:

(4)

r(sl = Fσl |sj , ak) =

{
PM(Fσl)− PM(Fσj ) if sl is non-terminal
PM(Fσl)− PM(Fσj ) + PM(s0) otherwise

where s0 is the identical permutation.

The FA problem formulated as a RL problem will consist in training the
agent to find a sequence of actions from the initial to the final state so as to
maximize the total amount of received rewards, which equates to finding a
permutation having the associated performance measure sufficiently close to
a given maximum (goal) value.

4. Experiments

This section aims to comparatively evaluate the two reinforcement learning
based approaches described in Section 3.

4.1. Case Study. The tests are performed on a small section of DNA belong-
ing to the bacterium Escherichia coli (E. coli). The DNA sequence contains 25
bases: TACTAGCAATACGCTTGCGTTCGGT . Using the Perl scripts that the
authors of [16] produced to generate fragments from a given DNA reference,
for the above mentioned E. Coli sequence, we obtained 8 fragments, each
having a length of 10 bases: F1 = TGCGTTCGGT , F2 = TACGCTTGCG,

F3 = ATACGCTTGC, F4 = TACTAGCAAT , F5 = GCAATACGCT , F6 =

CAATACGCTT , F7 = CTAGCAATAC, F8 = AATACGCTTG.
These fragments are ordered in the following way to form the original

DNA sequence: F4F7F5F6F8F3F2F1. The maximum value for the performance
measure (Equation 1) is 56.01 and it is obtained for two cases: the above
alignment, indicating the original DNA sequence, as well as its reverse. The
overlap similarity scores for all possible pairs of fragments are obtained using
the Smith-Waterman algorithm [12].

For applying the RL models to solve the FA problem, we used a software
framework that we have previously introduced in [4] for solving combinatorial
optimization problems using reinforcement learning techniques.

We compare the two models by running the corresponding implementa-
tions, using theQ-Learning algorithm [14], in conjunction with the three action
selection mechanisms we mentioned in Subsection 2.2. Regarding the param-
eter setting, for all tests we used the following values: the discount factor for
the future rewards is γ = 0.9; the learning rate is α = 0.95; the number of
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training episodes is 4 · 105. In the case of the permutation model, the maxi-
mum value of the performance measure was defined to be 57 and a state was
considered final if its performance measure was at most 1 unit away from this
maximum. For each of the three action selection policies, tests were made for
different values of the policy parameter (ε - in the case of ε-greedy and the one
step look-ahead procedure and τ - in the case of softmax): {0.2, 0.4, 0.6, 0.8}.
Each algorithm was run five times, for each case of selection policy and each
value of the policy parameter and the shown results are averaged over these
runs. We mention that the experiments were carried out on a PC with an
Intel Core i3 Processor at 2.4 GHz, with 3 GB of RAM.

4.2. Comparative Results. Below we present the results obtained by the
Q-learning based algorithms implementing the models described in Section 3.

The path finding model proves to obtain the correct alignment of frag-
ments with all three action selection mechanisms, the difference being the
number of training epochs needed to converge to the optimal solution. The
left-hand side of Figure 1 illustrates the performance measure of the solutions
obtained during the training process. For all three action selection policies,
the algorithm converges to the optimal solution, the one having a performance
measure of 56.01. We note that the algorithm using the one step look-ahead
procedure achieves the fastest convergence, reaching the correct solution after
only 103 training epochs, for ε = 0.8. The next best, in terms of training
epochs until convergence, is the algorithm using the softmax policy, the last
one being the ε-greedy algorithm. In all three cases, as the values of the policy
parameter increase, thus leading to more exploration of the states space, the
convergence is achieved more rapidly: on average, for ε = 0.2 and τ = 0.2, the
algorithm converges (to the optimal or near-optimal solution) after 153 · 103

epochs, while for ε = 0.8 and τ = 0.8, the maximum performance measure is
reached, on average, after only 25 · 103 epochs.

In terms of accuracy, the permutation model performs equally well, deter-
mining the correct alignment for all the tests. In what concerns the number of
training epochs, this second approach outperforms the first, for the case study
we considered. As can be seen on the right-hand side of Figure 1, the permu-
tation model needs fewer epochs to reach the right solution: on average, for all
three action selection policies, convergence is reached after ∼ 6 ·103 epochs, as
opposed to ∼ 84 ·103 epochs, which are needed on average for the path finding
model. In this case, all three action selection policies find the solution equally
fast, but for different values of the policy parameter. Generally, as the value
of the policy parameter increases, the convergence is achieved sooner.

In the following, we will also offer an analysis of the computational time
needed for the proposed RL algorithms in order to reach the correct solution.
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Table 1 illustrates the average time (in seconds) needed for the two algorithms
implementing the models that we presented in Section 3. Here, p represents the

Figure 1. Illustration of the learning process for the two RL models.
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Path Finding Model Permutation Model
p = 0.2 p = 0.4 p = 0.6 p = 0.8 p = 0.2 p = 0.4 p = 0.6 p = 0.8

ε-Greedy policy 2.8 9.2 14.8 11.4 < 2 < 2 < 2 < 2

Look-ahead procedure 2.2 < 2 < 2 < 2 4 < 2 < 2 < 2

Softmax policy 29.6 17.4 40.6 10.2 705.8 44.6 35.6 26.8

Table 1. Average computational time (in seconds) needed for
each of the presented algorithms to reach the correct solution.

policy parameter, referring to ε, in the case of the ε-greedy based mechanisms
and to τ , for the softmax action selection policy.

Even though intuitively the time is directly correlated with the number
of training epochs, between the two models there are some major differences,
which lead to different durations for epochs. For instance, in the case of the
path finding model, the agent executes exactly 8 actions, to reach a final
configuration. For the permutation model, however, the number of actions is
different in each epoch, as the agent keeps trying actions until it reaches a state
having a performance measure as close as possible to the maximum defined
value. Hence, according to the way the agent explores the search space and the
way it exploits existing knowledge, an epoch in the permutation model could
last less or longer than one in the path finding model. From Table 1 we notice
that for the ε-greedy mechanism, the solution is reached in less time using
the permutation model. Even if an epoch in the permutation model would
last longer, the number of epochs needed until convergence is more than 26
times less than the number of epochs until convergence in the path finding
approach. Another important observation concerns the softmax policy. An
agent guiding its search by softmax must rank all the possible actions from a
state, which requires extra computations that are not necessary for the other
two policies. Therefore, as shown in Table 1, the algorithms using softmax
need more time for each epoch, consequently more time, in total. Futhermore,
regarding the permutation model, from any given state, there are 28 possible
actions (compared to only 8, for the other model) and then the computations
needed for softmax take even longer, as can be seen from Table 1.

4.3. Discussion and Comparison to Related Work. We have experi-
mented with two reinforcement learning based models, proposed for the prob-
lem of DNA fragment assembly, used in conjuction with three different action
selection mechanisms: ε-greedy [14], an intelligent ε-Greedy based look-ahead
action selection mechanism that we have previously introduced [3] and the
softmax selection policy [14]. The path finding model was introduced in a
different study [2] and uses a Q-learning algorithm, with an ε-greedy action
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selection policy. In this paper we have improved the path finding model and
we have introduced the permutation model, which is also based on Q-learning.

Both algorithms demonstrated to find the correct alignment of fragments,
for the DNA sequence that we considered for the experiments. The difference
between them lies in the number of training epochs and the computational
time each one needs to achieve convergence.

For the considered case study and parameter setting, the permutation
model proved to outperform the path finding approach, in all cases, when
inspecting the number of epochs. In what concerns the computational time,
the situation is the same, for the ε-greedy policy, when the permutation based
algorithm finds the correct solution in less than 2 seconds. Still, for the soft-
max action selection policy, the required time is considerably higher. We
remark that in both cases, the algorithms using the intelligent action selection
procedure [3] converge, on average, in less epochs than those using ε-greedy
or softmax, as this procedure efficiently guides the exploration of the search
space. We will further investigate how an intelligent action selection mecha-
nism, based on softmax instead of ε-Greedy, could influence the outcome.

Regarding the permutation model, we note the following. As it is difficult
to determine a final state, we need apriori information about the possible
values of the performance measure for permutations. Another option would
be to consider a state terminal if the number of actions that were performed
from the initial state equals a given maximum number of steps. However, the
problem with this course of action could be the fact that the agent would not
aim to maximize the total sum of rewards, but the sum of rewards obtained
after the given number of maximum steps. A second observation concerns the
action space. In this study we use a fairly simple definition of an action, but
further work will be done to investigate new types of actions, such as operators
inspired from the field of genetic algorithms (e.g. crossover, mutation).

We remark that for the permutation model the number of states of the
environment is smaller than for the path finding approach. However, an im-
portant drawback of the permutation model is the fact that apriori knowledge
about the problem is needed in order to define a final state and this infor-
mation is not available in all types of situations. Therefore, the path finding
approach is more general and, as the results it obtains are good both in terms
of accuracy and in terms of computational time, we conclude that it is better.

In the following, we will briefly compare our models with other approaches
existing in the literature for the FA problem. Since the used data sets are dif-
ferent from one study to another, we cannot offer a very detailed comparison.

Kikuchi and Chakraborty [6] present an improved genetic algorithm to
approach the FA problem. To improve the efficiency of the simple genetic
algorithm (regarding both speed and solution quality), the authors introduce
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two new ideas, one of which implies manually combining fragments at certain
generations. Compared to the approach from [6], our RL based methods do
not need user intervention during the training process of the agent.

A comparison of four heuristic DNA FA algorithms is provided by Li and
Khuri in [7]: a genetic algorithm, a greedy algorithm, a clustering heuristic
algorithm and one using structured pattern matching. All algorithms are
experimentally evaluated on several data sets, with the number of fragments
ranging from 39 to 773. The authors determined that the running times of
all four algorithms ranged from a few seconds to several hours. Even though
the data set we use contains a smaller number of fragments, the maximum
amount of time needed by the RL approaches is less than 12 minutes, while
the minimum is less than 2 seconds. Therefore, we believe that even for larger
instances it is likely that the necessary time for the RL models to converge to
the correct solution is of the order of minutes, rather than hours.

Angeleri et al. [1] introduce a supervised approach, based on a recurrent
neural network to solve the FA problem. In the case of supervised models,
a set of inputs with their target outputs is required. The advantage of our
RL methods is that the learning process needs no external supervision, as in
our approach the solution is learned from the rewards obtained by the agent
during its training. Still, as mentioned before, the permutation model requires
apriori knowledge about the problem.

5. Conclusions and Further Work

In the present study we investigated two reinforcement learning based
models (the permutation model and the path finding model) for an important
problem in bioinformatics, namely the DNA fragment assembly problem. The
algorithms implementing both approaches, using three different action selec-
tion policies, have been experimentally evaluated and compared.

We plan to extend the evaluation of both Q-learning based algorithms
for larger DNA sequences, and implicitly greater number of fragments, to
further develop the analysis. We will also investigate possible improvements
of these models by adding various local search mechanisms, by combining the
softmax policy with the intelligent action selection procedure introduced in [3],
by decreasing the action selection parameters (ε and τ) during the training
process or by extending the permutation model to a distributed RL approach.
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