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WEIGHTED MAJORITY RULE FOR HYBRID CELLULAR
AUTOMATA TOPOLOGY AND NEIGHBORHOOD

ANCA ANDREICA(®™® AND CAMELIA CHIRA®™

ABSTRACT. Evolution rules for Cellular Automata (CAs) able to perform
computational tasks which require global coordination highlight an inter-
esting emergent behavior. CAs can generate this complex behavior starting
from a simple initial configuration based on the local interaction of simple
components that evolve according to some state change rule. However, the
detection of rules that exhibit coordinated global information processing is
a very challenging task highly important in the study of complex systems.
In this paper, we propose a new weighted rule for a cellular automaton with
hybrid topology and neighborhood in which the state of a cell changes ac-
cording to the cell itself and both local and long-distance cells. In the
proposed approach, each cell in the neighborhood has a different weight
(determined using an evolutionary algorithm) in the decision of changing
the state for the current cell. Computational experiments focus on the
well-known density classification task for the one-dimensional binary-state
CA. Results support a better performance of the proposed weighted rule
compared to the standard majority rule applied to the same CA topology.

1. INTRODUCTION

Cellular Automata (CAs) represent useful and important tools in the study
of complex systems and interactions. A cellular automaton is a system evolv-
ing in discrete time steps with a discrete spatial geometry (usually a regular
lattice). The CA is specified in terms of rules that define how it changes and
evolves in time. A global coordinated behavior results from the local interac-
tion of simple components [25, 15]. The emergent behavior and computational
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complexity of a system can be analyzed and better understood based on CA
dynamics [2].

One of the most widely studied CA problems is the density classification
task (DCT) [10, 21, 16, 18, 2]. This is a prototypical distributed computational
task with the objective of finding the density most present in the initial cellular
state. The discovery of rules exhibiting a high degree of global self-organization
is not easily achieved. DCT is not a trivial task since coordinated global
information processing must rise from the interactions of components with
local information and communication.

Most existing studies [6, 3, 15, 9, 16, 20, 14, 11, 18] focus on developing
algorithms able to find high performant rules for one-dimensional CAs with
fixed neighborhood size. Each iteration, the change of a cell state depends
on the cell itself and r local cells neighbors on each side. In this case, the
neighborhood size is fixed to 2 x r + 1 and the method searches for the best
rule able to correctly classify potentially any initial configuration. Network-
based CAs have also been investigated in the context of DCT [23, 24, 4, 5, 22].
The topology of the CA is given by a general graph and the neighborhood of
each cell varies with the number of connecting nodes in the graph while the rule
remains fixed (i.e. the majority rule). For network-based CAs, algorithms are
designed to search for the graph topology that triggers the best neighborhood
to be used in connection with a fixed rule for the DCT. Another topology
proposed in [1] is a hybrid one in which the state change of a cell is allowed to
be influenced by long-distance cells. Besides the cell itself and the cells in the
local neighborhood, fixed distant cells contribute to the way in which the cell
state is changed over time. This hybrid neighborhood has a fixed structure
combining local and, to a certain extent, global information.

In this paper, we propose a new weighted rule that can be applied for the
hybrid topology mentioned above. In the proposed approach, the local neigh-
bors and the long-distance neighbors have different weights when computing
the next state of a current cell. An evolutionary algorithm is developed to
search for the best performing weighted rule for DCT based on the hybrid
neighborhood structure. Computational experiments indicate a better per-
formance obtained by the proposed weighted rule compared to the standard
majority rule for hybrid CA topology and neighborhood.

The rest of the paper is structured as follows: section 2 briefly presents the
density classification problem, section 3 describes the relevant lattice, network-
based and hybrid CA topologies, section 4 presents the proposed weighted
majority rule, section 5 includes the computational experiments and results,
and section 6 contains the conclusions of the paper and directions for future
work.
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2. THE DENSITY CLASSIFICATION PROBLEM

DCT is a challenging problem extensively studied due to its simple de-
scription and potential to generate a variety of complex behaviors.

The aim of DCT is to find a binary one-dimensional CA able to classify
the density of 1s (denoted by pp) in the initial configuration. If py > 0.5 (1 is
dominant in the initial configuration) then the CA must reach a fixed point
configuration of 1s otherwise it must reach a fixed-point configuration of Os
within a certain number of timesteps. Most studies consider the CA length of
N = 149 and the CA radius of r = 3 (which gives a neighborhood size of 7).

The CA lattice starts with a given binary string called the initial configu-
ration (IC). After a maximum number of iterations (usually set as twice the
size of CA), the CA will reach a certain configuration. If this is formed of
homogeneous states of all 1s or 0s, it means that the IC has been classified as
density class 1, respectively 0. Otherwise, the CA makes by definition a mis-
classification [20]. It has been shown that there is no rule that can correctly
classify all possible ICs [13].

The performance of a rule measures the classification accuracy of a CA
based on the fraction of correct classifications over ICs selected from an unbi-
ased distribution (pg is centered around 0.5).

3. CA ToPOLOGIES AND RESULTS FOR DCT

This section describes some relevant CA topologies, i.e. lattice, network
and hybrid, and presents related existing rule detection methods and their
results for DCT.

3.1. Regular Lattice Topology. A one-dimensional lattice of N two-state
cells is used to represent the CA. The state of each cell changes according to
a function depending on the current states in the neighborhood. The neigh-
borhood of a cell is given by the cell itself and its r neighbors on both sides
of the cell, where r represents the radius of the CA. The initial configuration
of cell states (0s and 1s) for the lattice evolves in discrete time steps updating
cells simultaneously according to the CA rule.

The regular lattice topology is engaged in most studies tackling DCT
for 1D binary-state CA. Packard [19] developed the first evolutionary ap-
proach to detect rules for one dimensional binary state CA with a radius
of 3. The potential of genetic algorithms for computational emergence in the
density classification task has been extensively investigated by Mitchell et al
6, 3, 15, 9, 16, 20, 14]. The evolutionary approach to DCT proposed by
Mitchell et al sets the fitness of a rule table as the fraction of correct classifi-
cations made over 100 randomly chosen initial configurations with uniformly
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distributed density. The three main strategies discovered are default, block-
expanding (a refinement of the default strategy) and particle revealing increas-
ing computational complexity [3]. The best particle rule found by Mitchell et
al [15] has a performance of 0.769.

Juille and Polack [11] used coevolutionary learning for the density clas-
sification task reporting good results for this problem (performance of 0.86).
Oliveira et al [17] present a multiobjective evolutionary approach to DCT
based on the non-dominated sorting genetic algorithm (NSGA). The algo-
rithm is implemented in a distributed cooperative computational environment
and is able to discover new rules with a performance of 0.8616. Wolz and
Oliveira [26] proposed a two-tier evolutionary framework able to detect rules
with a performance of 0.889. The approach integrates a basic evolutionary
algorithm in a parallel multi-population search algorithm. To the best of our
knowledge, the DCT rules presented in [26] are the ones with best performance
discovered to date [18].

3.2. Network Topology. Some studies [23, 24, 4, 5, 22] consider a network-
based topology for the CA where the cells can be connected in any way while
the rule is the same for all cells.

Watts [24] studied the small-world graph version of the DCT: the rule
is fixed and the performance of different small-world networks for DCT is
evaluated. A small-world graph is constructed starting from a regular ring
of nodes in which each node has k neighbors followed by a random rewiring
procedure [23, 24]. The rule used for small-world network DCT is simple:
at each time step, each node takes the state of the majority of its neighbor
nodes in the graph (if the number of state 1s equals the number of state Os
in the neighbors list then the node is randomly assigned a state with equal
probability between 0 and 1). Small-world networks have a performance of
around 0.8 for the DCT with this fixed majority rule for 149 cells CA.

Tomassini et al [4, 5, 22] investigated network-based CAs for the density
and synchronization problems. Spatially structured evolutionary algorithms
are used to find the best performant network topology for DCT when the rule
is fixed to the majority rule. An individual represents a network structure and
the fitness is computed based on the fraction of ICs (out of 100 ICs generated
anew for each individual) correctly classified by the majority rule based on
the neighborhood given by the network. The best evolved network starting
from initial regular rings has a performance of 0.823 (for 149 cells) while
the result for random graphs as initial population is similar (performance of
0.821 of the best network). Similar results have been obtained by [8] with a
simple evolutionary algorithm able to produce network topologies with high
performance for DCT based on the majority rule.
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3.3. Hybrid Topology. A hybrid topology has been proposed in [1] where a
mixed induced neighborhood keeps invariable the number of neighbors. This
topology works on a lattice based on the CA radius r and a parameter n
referring to the number of long-distance cells allowed to contribute to the
current hybrid neighborhood. In order to create the new topology of radius 7,
we start with a regular ring lattice of radius » —n. The other 2 xn nodes that
are part of the hybrid neighborhood of a node 7 are long distance neighbors
randomly chosen from the rest of the nodes, but following some rules that
ensure the equilibrium of the neighborhood. This means that i always remains
the central node of the neighborhood and the distance between node ¢ and the
long distance neighbors places half of them (n nodes) on the left hand side
and the other half (n nodes) on the right hand side of i. Using this approach,
a new topology which resembles a network topology but it is still very close
to a regular ring lattice is obtained. This allows us to consider the same
majority understanding as in the classical case of regular ring lattice topology.
A detailed description of the proposed hybrid topology can be found in [1].
The potential of this topology with the corresponding notion of hybrid
neighborhood is shown by the significantly better performance obtained in
fewer CA iterations, compared to the classical approach that uses the regu-
lar ring lattice as topology. We should also note that the best performance
obtained with the hybrid topology (0.79) is considerably higher than the per-
formance obtained for regular lattice topology (0.64) and is very close to the
performance obtained by CA based on small-world topologies (0.82).

4. NEwW WEIGHTED RULE FOR CELLULAR AUTOMATA WITH HYBRID
NEIGHBORHOOD

As already mentioned, the state of each cell in CA changes according to a
function depending on the current states in the neighborhood. The neighbor-
hood of a cell is given by the cell itself and its r neighbors on both sides of the
cell. The initial configuration of cell states (0s and 1s) for the lattice evolves
in discrete time steps updating cells simultaneously according to the CA rule.

In current existing approaches, each neighbor (including the cell itself) has
the same vote weight when deciding which is the next state of the current cell.
Indeed, whether we consider the regular lattice ring or the network topology
for CAs, we can not differentiate between neighbors - the vote of each neighbor
has the same weight. The hybrid topology described in the previous section
allows us to introduce a new concept of majority rule, where different neighbors
have different vote weights when deciding the next state of the current cell.

The hybrid topology involves the presence of two kinds of neighbors: local
and far neighbors. The proposed rule gives different vote weights to local



70 ANCA ANDREICA AND CAMELIA CHIRA

neighbors and to far neighbors. Let us denote by w; the weight assigned to
local neighbors and by w; the weight assigned to far neighbors. We identify
two different scenarios that can be applied in this approach:

()0 <w < lLwp=1-wy

(iz’)nglgl,ngfgl

In the first scenario, the increase of one weight leads to the decrease of
the other one, while in the second scenario, there is no relation between the
weights of the two kinds of neighbors. In both scenarios, we compute the
maximum weighted sum that can be obtained when each neighbor has the
value 1. Let us denote by w4, the obtained value:

Wpar = N ¥ W +Nf *x Wy,

where n; represents the number of local neighbors and n represents the num-
ber of far neighbors.

Let st denote the state of cell 7 at timestep ¢. Let ij, where j = 1,2r + 1,
represent the neighbors of cell i. The number of neighbors of a cell is 2%r 41,
out of which n; = 2% (r—n) are local neighbors and ny = 2xn are far neighbors,
according to the hybrid topology.

For each cell i, the weighted sum of the neighbors states at timestep t,
denoted by o, is defined as follows:

2r+1

t_ t ,
o = g Si; * Wi

=1

As indicated above, sfj represents the state of cell ¢; in the hybrid neigh-
borhood at timestep ¢ and w;; is the weight of neighbor i;:

wy, if ¢ is a local neighbor
Wi,; = ip e s .
wy, if i; is a far neighbor

The next state of a cell 7 is 1 if the weighted sum o; exceeds half of the
maximum weighted sum:
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1 _ 1 0 > wingg /2

s; .
0, otherwise

The proposed weighted rule is a very realistic model with many appli-
cations in real-world problems where different entities have different voting

weights when deciding a next state in a system that could be modeled as a
CA.

5. EXPERIMENTAL RESULTS

Computational experiments consider a well studied version of the DCT
problem: the one-dimensional binary-state CA of size 149 based on the radius
of 3. For the hybrid topology we set » = 3 and n = 1 (i.e. 2 local neighbors
on each side and 1 distant neighbor). The neighborhood size is 7 cells which
leads to a rule size of 27 = 128.

A simple evolutionary algorithm has been developed to detect rules for the
DCT. A potential solution of the problem is encoded as a one-dimensional ar-
ray of weights (one weight for the first proposed scenario and two weights
for the second one). The initial population is randomly generated. The
potential solutions are evaluated by means of a real-valued fitness function
f:X —[0,1], where X denotes the search space of the problem. The fitness
function represents the fraction of correct classification over 100 randomly
generated initial configurations. A relative fitness is used, as the set of initial
configurations is generated anew for each generation of the algorithm. This
way, solutions with high fitness in one generation and which survive in the
next generation will be evaluated again using another set of 100 initial con-
figurations. While the fitness is evaluated by using 100 uniformly distributed
initial configurations, the performance of a rule is computed as the fraction of
correct classifications for 10* randomly generated initial configurations. The
initial configurations are generated in such a way that each cell has the same
probability % of being 0 or 1. The CA is iterated until it reaches a fixed-point
configuration of 1s or Os but for no more than M ~ 2N time steps.

The individual resulted after each recombination will be mutated at ex-
actly two randomly chosen positions. A weak mutation is considered, the
probability of obtaining a different value for the chosen position being equal
to the probability of obtaining the very same value. The algorithm is applied
for 100 generations with a population size of 100, roulette selection, one point
crossover with probability of 0.8, weak mutation with probability 0.2 and elite
size of 10%.
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TABLE 1. Performance obtained in 10 runs for HybCA,
W1HybC A and WoHybC A

HybCA Wi1HybCA || WoHybC A

Best 0.7902 0.8202 0.8083

Average 0.74847 0.79475 0.76573

Std Dev 0.034297815 || 0.017707202 || 0.0374052

T-test p-value 0.001870 0.364680

The performance obtained with the new weighted majority rule (both sce-
narios) is compared to the performance obtained when using the classical rule
table. It should be noted that the same evolutionary algorithm with the same
parameters is used to evolve both standard and weighted rules in order to
allow a direct comparison of results. Both standard and weighted rules use
the same hybrid CA topology and neighborhood. The case of standard rules
can be viewed as a simplification of weighted rules evolution where no weights
need to be determined.

Table 1 presents the results obtained after 10 runs of the algorithm to
detect a classical rule (HybC'A) and for evolving a weighted rule (W, HybC A
for first scenario and WoHybC' A for the second scenario considered). The
weighted rule triggers an improvement of performance from 0.7902 (HybC A)
to 0.8202 for W1 HybC' A and 0.8083 for Wo HybC A. The results are compared
using the paired t-test with a 95% confidence interval. For the first scenario,
the p-value is significantly smaller than 0.05, which indicates that the mean
performance obtained when using the proposed weighted rule is notably bet-
ter than that obtained when using a classical rule. The mean performance
obtained based on the second scenario is higher compared to the classical rule
but not significantly (according also to the p-value which is higher than 0.05 as
shown in Table 1). The best performance obtained in 10 runs of the evolution-
ary algorithm is indeed more significantly improved when using the weighted
rule in the first scenario (the evolved weight for local neighbors was 0.16 when
the best performance was obtained). Therefore, we further consider this first
scenario to perform a further analysis and report results.

A comparison that shows the efficiency of the proposed weighted rule is the
number of iterations needed to correctly classify the initial configurations (for
example, for a performance of 0.82, there are 8200 correctly classified initial
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FIGURE 1. Number of iterations needed to correctly classify
the initial configurations for HybCA, for each of 10 runs
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FIGURE 2. Number of iterations needed to correctly classify
the initial configurations for W1 HybC A, for each of 10 runs

configurations and therefore 8200 observations of how many iterations were
needed for those correctly classified initial configurations). Obtained results
for 10 different runs are depicted in Figures 1 and 2. It can be easily observed
that in the case of Wi HybC'A the number of needed iterations is slightly
smaller compared to HybC A. This means that the convergence is accelerated
when using the proposed rule.

The obtained best rule is further tested against dynamic changes in order
to evaluate the robustness of the hybrid topology when using weighted rules.
Dynamic changes are understood as replacements of long distance neighbors
with other randomly generated long distance neighbors. We apply 1000 ran-
dom replacements for each neighborhood obtained by the 10 runs. The perfor-
mance of the resulting CA is evaluated after each change and obtained results
for all 10 runs are depicted in Figure 3.

As shown, there are no significant variations of the performance when the
nodes neighborhoods are subject to dynamic changes. This is a good indicator
of the topology robustness.
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F1GURE 4. Performance obtained in 1000 dynamic steps for
one run of the algorithm

Figure 4 presents the results obtained by a typical run of the algorithm
(from the considered 10 runs). The original performance of the obtained rule
before the topology being subject to dynamic changes was 0.8202. It can be
noticed that the performance does not go below 0.7545, we even obtain better
performances (the best one is 0.8362) and an average performance of 0.7977.

6. CONCLUSIONS AND FUTURE WORK

A new weighted rule for a hybrid CA topology and neighborhood has been
proposed. The cells in the hybrid neighborhood are allowed to have differ-
ent weights (according to their local or far association to the current cell)
in the decision of changing the current cell state. This approach enables a
weighted rule application to the hybrid CA topology which has been inves-
tigated for the DCT in one-dimensional binary state CAs. Computational
experiments emphasize that the weighted rules detected by an evolutionary
algorithm have a good performance shown to improve that of standard rules
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evolved for the same CA topology. The CA performance remains stable when
dynamic changes are introduced in the neighborhood structure.

Future work focuses on investigating weighted schemes in connection with
other CA rules and topologies, particularly for network-based CAs where
weights associated with edges connecting two cells can be easily used in a
weighted majority rule for graph topologies.
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