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Abstract. State-of-the-art approaches on cross-source topic classification
(TC) of Tweets rely on building a supervised machine learning classifier
on Social Knowledge Sources (KSs) (such as DBpedia and Freebase) for
detecting topics of Tweets. These approaches typically employ various
lexical, syntactical or semantic features derived from the content of these
documents or Tweets, often ignoring other indicators to external data
sources (e.g. URL), which can provide additional background information
for cross-source TC. In order to address these limitations, in this paper we
analyse various such indicators, and evaluate their impact on cross-source
TC. Our experiments, evaluating the proposed TC in the context of Vio-
lence Detection (VD) and Emergency Response (ER) tasks, indicate that
the Twitter specific information (indicators) contain valuable information;
and thus incorporating them into a TC can improve the performance over
previous approaches not considering them.

1. Introduction

Topic classification (TC) of Tweets has only started to gain attention very
recently. It provides an efficient and effective way of organising and searching
Tweets, which can then be useful for various tasks e.g. relating topics to events
(such as an Airplane crash, Egypt revolution, Mexican drug war, etc.) ([11]),
summarisation ([12]), question answering ([6]), content filtering ([16]) etc.
State-of-the-art approaches on cross-source topic classification (TC) of Tweets
rely on building a supervised machine learning classifier on Social Knowledge
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Sources (KSs) (such as DBpedia and Freebase) for detecting topics of Tweets
[1, 7, 17]. These approaches typically employ various lexical (BoW) and entity-
based features (BoE) derived from the sole content of these documents or
Tweets, often ignoring other features which can act as indicators of specific
external data sources (e.g. URL, hashtags), providing additional background
information for cross-source TC. In order to address these limitations, in this
paper we analyse various such external data sources’ indicators, and evaluate
their impact on cross-source TC.

To better understand how the Twitter specific information impacts a cross-
source TC, we conducted an in-depth analysis of Tweets collected over a pe-
riod of three months belonging to Violence Detection (VD) and Emergency
Response (ER) situations, and answered the following research question: Do
information derived from external data sources’ indicators play an important
role in TC of Tweets?

The main contribution of our work are thus as follows: i) we investigate the
impact of enhancing the content of a Tweet by leveraging external data-sources
obtained from Twitter content indicators, namely URLs and hashtags ii) we
provide a detailed analysis and comparison on three topics (i.e. War, Disaster
and Accident, and Law and Crime) related to the VD & ER scenarios.

Before studying the above research questions, in Section 2 we review re-
lated work on TC; in Section 3 we introduce and describe the main method-
ology we followed to enrich KSs and Tweets with additional background in-
formation. The experimental results are described in Section 4, and the main
challenges that we faced are presented in Section 5. Conclusions are then
drawn in Section 6.

2. Related Work

Existing approaches to topic classification of Tweets can be divided into two
main strands: approaches utilising a single data source (single source TC) (e.g.
data from Twitter or blogs) for TC and approaches utilising social knowledge
sources (multi-source or cross-source TC) (such as DBpedia or Freebase) for
TC.

In the former case, Genc et al. [3] proposed a latent semantic topic mod-
elling approach, which mapped each Tweet to the most similar Wikipedia
articles based on lexical features extracted from Tweets’ content only. Song et
al. [13] mapped a Tweet’s terms to the most likely resources in the Probbase
KS. These resources were used as additional features in a clustering algorithm
which outperformed the simple BoW approach. Munoz et al. [10] proposed
an unsupervised vector space model for detecting topics in Tweets in Spanish.
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They used syntactical features derived from PoS (part-of-speech) tagging, ex-
tracted entities using the Sem4Tags tagger ([2]) and assigned a DBpedia URI
for those entities by considering the words appearing in the context of the en-
tity inside the Tweets. Vitale et al. [18] proposed a clustering based approach
which augmented the BoW features with BoE features extracted using the
Tagme system, which enriches a short text with Wikipedia links by pruning
n-grams unrelated to the input text, showing significant improvement over
the BoW features. Tao et al. [14] studied various Twitter dataset specific fea-
tures (including whether a tweet contains a hashtag or a URL) for identifying
whether a tweet is relevant to a topic, and showed that incorporating these
features can help TC.

Considering the approaches exploiting data from KSs ; Michelson et al. [8]
proposed an approach for discovering Twitter user’ topics of interest by first
extracting and disambiguating the entities mentioned in a Tweet. Then a sub-
tree of Wikipedia category containing the disambiguation entity is retrieved
and the most likely topic is assigned. Milne et al. [9] also assigned resources
to Tweets. In their approach they make use of Wikipedia as a knowledge
source, and consider a Wikipedia article as a concept, their task then is to
assign relevant Wikipedia article links to a Tweet. They proposed a machine
learning approach, which makes use of Wikipedia n-gram and Wikipedia link-
based features. Xu et al. [19] proposed a clustering based approach which
linked terms inside Tweets to Wikipedia articles, by leveraging Wikipedia’s
linking history and the terms’ textual context information to disambiguate
the terms meaning. In Varga et al. [17], we studied the similarity between
KSs and Twitter using both BoW and BoE features, showing that DBpedia
and Freebase KSs contain complementary information for TC of Tweets, with
the lexical features achieving the best performance. More recently, in Cano
et al. ([1]) we demonstrated that exploiting the semantic information about
entities from DBpedia and Freebase is beneficial, and incorporating additional
semantic information about entities in terms of properties and concepts can
furthermore improve the performance of TC against the sole Twitter data
approach. Consequent work, classifying blog posts into topics ([5]) has also
demonstrated that selecting data from Freebase using distant supervision in
addition to incorporating features about named entities is beneficial for TC.

Whilst previous work already focused on incorporating lexical and seman-
tic features into TCs, these features were extracted from the sole content of
Tweets. However, due to the length constraints of Twitter messages, these
short messages often contain various other information (e.g. URLs or hash-
tags), which can further help the understanding of the content of the messages.
The usefulness of Twitter specific features (such as “has URL”, “has hash-
tag”) has already been shown to be beneficial for single source TC case ([14]).
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However, to date no study has been conducted to validate whether these data-
source specific indicators are also useful in cross-source TC scenarios as well.

3. Enriching KSs and Twitter with additional background
information

In previous work [1, 17] we have investigated the use of Social Knowledge
Sources (e.g. DBpedia, Freebase) for building cross-source topic classifiers,
which can aid in the topic classification of Tweets. In such approaches we
leverage the entities appearing in both KS and Twitter content for deriv-
ing semantic features, enabling to reduce the distributional differences across
datasets. One of the main reasons for the distributional differences lies in the
variation in vocabulary, writing style and format of the documents across data
sources.

In this paper, however, we introduce a novel approach which leverages
two main type of external source indicators for reducing the differences for
both lexical and entity features across datasources. Figure 1, presents a tweet
highlighting entities, links and hashtags.

President #Obama warns Syria's President Bashar al-Assad the use of chemical weapons
would be totally unacceptable http://on.cnn.com/VgzNYt ..

world, watching, fight, 
rebel, forces

<http://dbpedia.org/resource/Barack_Obama>

Figure 1. Enriching tweet content by using hashtags and links
as indicators of external sources.
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Figure 2. Architecture of cross-source TC based on lexical
and entity-based feature enrichment derived from specific indi-
cators (e.g. hashtags, links and entities).
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In our approach we propose to reduce the lexical and entity differences
between KSs and Twitter by: i) incorporating lexical features derived from
external sources pointed out by links indicators; and by ii) incorporating KS
entity-based features derived from resources embedded in hashtags indicators
(e.g. #Egypt, #Obama).

We propose the architecture summarised in Figure 2 for building a cross-
source TC. The proposed architecture involves the use of three datasets, two of
them consisting of articles derived from DBpedia (DB) and Freebase (FB) KSs,
and a third one consisting of a collection of tweets (TW). This architecture
comprises the following stages:

1) KS Data collection - Given a topic c, KS-derived datasets (DB and FB)
are generated by SPARQL querying for those articles whose categories and
subcategories are c.

2) Feature Extraction - For both KS-datasets and the TW dataset, lexical
features represented by a bag of words (BoW) are extracted and weighted
using a TF-IDF weighting function, keeping only the top 1000 words. For
the KS-datasets, a bag of entities (BoE) features is also generated, using
the OpenCalais1 and Zemanta2 name entity recognition services.

3) Indicator Extraction - For the TW dataset, URL and hashtag (HSH) in-
dicators are extracted. These indicators will be referred to as bag of links
(BoL) and bag of hashtags (BoH) respectively.

4) Incorporating background information from indicator features - In order to
overcome the number of character limitation posed by Tweets, the feature
space representing a tweet is extended via the BoL and BoH indicators as
follows:
BoL based features. - Each URI from the BoL is resolved and the content
of the referenced website is parsed. For each link the following lexical
features are kept: i) the title of the page (BoL (T)); ii) the first paragraph
of the page (BoL (1)); and iii) the last paragraph of the page (BoL (L)).
BoH based features. - In order to assign a semantic meaning to a hash-
tag we implemented a series of regular expressions, which relate a term
inside a hashtags to a DBpedia or Freebase resource URI (e.g. #egypt will
be associated with dbpedia.org/resource/Egypt and freebase:Egypt).
These resources, which we refer to as bag of resources are later on used as
pointers to enable semantic enrichment.

5) Semantic Feature Enrichment - The semantic enrichment consists on ex-
tending a feature space with ontological classes and properties which char-
acterise a KS resource URI. For example, the resource dbpedia.org/resource/

1http://opecalais.com
2http://zemanta.com

dbpedia.org/resource/Egypt
freebase:Egypt
dbpedia.org/resource/Barack_Obama
dbpedia.org/resource/Barack_Obama
dbpedia.org/resource/Barack_Obama
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Barack_Obama is related to rdf types such as yago:PresidentsOfTheUnitedStates
and yago:NobelPeacePrizeLaureates, and is characterised by properties such
as dbpedia-owl:commander and dbpedia-owl:knownFor. The described se-
mantic enrichment was applied to both KS BoE features and to the TW
bag of resources derived from the bag of hashtags. We weighted the class
features by frequency, while the property features were weighted following
the specificity-generality weighting function introduced in [1].

6) Building Cross-source topic classifier - For our experiments, we considered
as the base cross-source classifier a supervised TC classifier (SVM DB-FB)
trained on the joint DBpedia (DB) and Freebase (FB) KSs, which was
found to perform best for the topic classification task ([1]). This classifier
takes into account both lexical, entity and semantic features introduced in
the above stages of this architecture.

7) Annotating Tweets Finally tweets are annotated as belonging or not to the
given topic c.

4. Experiments

To understand how the different information provided by external sources
influence the performance of a TC, we evaluated our framework on a series of
experiments, and conducted an analysis on a corpus of Tweets compiled over
three months.

In our analysis we investigated the research questions of Do information
derived from external data sources indicators play an important role in TC of
Tweets?

4.1. Dataset characteristics. For building our single source and cross-source
TCs, we used the same dataset collected in our previous work ([1]), consisting
of 9,465 articles from DB, 16,915 articles from FB and 10,189 tweets from
Twitter (TW), covering multiple topics including three specific to ER &VD
tasks (Disaster (DisAcc), Crime (Cri) and War (War)).

The general statistics about the TW dataset are summarised in Table
1. As we can observe, in the TW dataset the frequency of hashtags (HSH)
and URLs is relatively low, indicating that only a small number of Tweets
contain external data source specific information. In total 2,386 (23,41%)
tweets contain at least one hashtag; and 3,348 (32.85%) Tweets contain at
least one URLs. The number of unique hashtags is 1,784; while the number
of unique URLs is 1,902.

The concept statistics derived for each entity in the KSs dataset are sum-
marised in Table 2.

dbpedia.org/resource/Barack_Obama
dbpedia.org/resource/Barack_Obama
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Topic %Hsh #Hsh %URL #URL #dbCls
(HSH)

#yagoCls
(HSH)

#fbClass
(HSH)

DisAcc 1.85% 233 2.59% 154 29 150 316
Cri 2.78% 220 6.41% 411 23 169 312
War 2.10% 198 2.65% 139 20 171 215

Table 1. Twitter dataset statistics about external data-
source indicators (HSH, URL). #dbCls(HSH) refers to the
number of unique KSs concepts derived for HSH from DB on-
tology; #yagoCls (HSH) refers to the number of unique KSs
concepts derived for HSH from Yago ontology; and #fbClass
(HSH) stands for the number of unique FB concepts derived
for HSH from Freebase ontology.

Topic #dbCls (BoE) #yagoCls (BoE) fbClass (BoE)
DisAcc 119 3,865 1,289

Cri 119 3,865 1,289
War 124 3,864 1,215

Table 2. Concept statistics in the multi-source DB-FB KS
dataset. #dbCls (BoE) refers to the number of unique DB con-
cepts derived for the named entities from DB ontology; #yago-
Cls (BoE) refers to the number of unique KSs concepts derived
for entitites from Yago ontology; and #fbClass (BoE) stands
for the number of unique FB concepts derived for entities from
Freebase ontology.

When augmenting the single source TC classifier with concept and prop-
erty features, we used a reduced vocabulary consisting of 180 unique concepts
and properties from KSs, which we empirically set.

4.2. Results. We employed SVM classifiers for both single source (SVM TW),
and cross-source (SVM DB-FB) classifiers to classify tweets into relevant top-
ics. When training the classifiers, we split the TW dataset up into a train-
ing/testing set using an 80:20 split. This resulted in that the SVM TW clas-
sifier was trained on 80% of the TW dataset, while the SVM DB-FB classifier
was trained on the full KSs data together with 80% of TW data. The test set
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in both cases consists of 20% of TW data, and the results were averaged over
five independent runs.

Given the sparse distribution of HSHs and URLs in Tweets, we performed
two series of experiments. In the first set of experiments we utilised the full
set of TW data (10,189 Tweets), which we denote as Full. In our second set
of experiments, we only considered Tweets having at least one HSH or URLs
(resulting in 4,778 Tweets), which we refer to Filt.

Case Features
DisAcc Cri War

P R F1 P R F1 P R F1

Full

BOW 0.776 0.635 0.699 0.724 0.489 0.584 0.842 0.745 0.791
BoL(1) 0.791 0.644 0.710 0.720 0.522 0.605 0.880 0.737 0.802
BoL(L) 0.796 0.640 0.710 0.716 0.525 0.605 0.885 0.739 0.806
BoL(T) 0.778 0.626 0.694 0.723 0.507 0.596 0.872 0.732 0.796
BoH(Cls) 0.773 0.644 0.703 0.687 0.540 0.605 0.861 0.745 0.799
BoH(P) 0.783 0.649 0.709 0.695 0.544 0.610 0.882 0.752 0.812

Filt

BOW-Filt 0.877 0.498 0.635 0.749 0.400 0.522 0.955 0.624 0.755
BoL(1-Filt) 0.801 0.509 0.623 0.725 0.474 0.574 0.839 0.698 0.762
BoL(L-Filt) 0.801 0.509 0.623 0.727 0.474 0.574 0.839 0.698 0.762
BoL(T-Filt) 0.813 0.497 0.617 0.766 0.488 0.596 0.874 0.714 0.786
BoH(Cls-Filt) 0.810 0.523 0.636 0.733 0.488 0.586 0.868 0.724 0.790
BoH(P-Filt) 0.796 0.515 0.625 0.747 0.526 0.617 0.892 0.746 0.813

Table 3. The performance of the SVM TC using extrenal data
source indicators.

Table 3 summarises the results obtained for the single-source TC case.
When considering the full TW corpus, we can observe that the classifier built
using BoL and BoH features improve upon the baseline classifier considering
words only (BoW), except for the DisAcc topic using BoL (T) features. The
best overall results were obtained by the BoH (Prop), achieving an improve-
ment of 2.6% over the baseline for the Cri topic, and an improvement of 1.5%
for the War topic. These results are also in agreement with our previous
findings ([1]), showing that the property features provide useful information
for TC, and also incorporating them into TC is more beneficial than utilising
concept features.

Considering the results on the filtered TW corpus, we again found the
BoH (Prop) features to perform the best, except for the DisAcc topic. The
improvement over the baseline classifier, however, was much bigger in this
case: 4.3% for the Cri topic, and 5.8% for the War topic. An explanation for
the small improvement for the DisAcc topic can be understood by the fact that
the Tweets belonging to the DisAcc topic contain the less number of HSHs
and URLs, and therefore less number of Tweets are semantically enriched.

Looking at the individual features derived from the URLs, in the Filt case,
when most of the tweets have a URL inside them, the Title of the articles was
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Case Features
DisAcc Cri War

P R F1 P R F1 P R F1

Full

BOW 0.955 0.869 0.910 0.944 0.857 0.898 0.955 0.861 0.905
BoL(1) 0.955 0.867 0.908 0.943 0.857 0.898 0.958 0.871 0.913
BoL(L) 0.955 0.866 0.908 0.945 0.859 0.900 0.958 0.868 0.911
BoL(T) 0.953 0.862 0.905 0.944 0.854 0.897 0.959 0.868 0.911
BoH(Cls) 0.959 0.979 0.969 0.946 0.974 0.960 0.964 0.984 0.974
BoH(P) 0.955 0.900 0.927 0.947 0.895 0.920 0.958 0.902 0.929

Filt

BOW-Filt 0.842 0.409 0.550 0.711 0.386 0.500 0.956 0.823 0.885
BoL(1-Filt) 0.766 0.673 0.716 0.917 0.813 0.862 0.956 0.827 0.887
BoL(L-Filt) 0.957 0.841 0.895 0.914 0.805 0.856 0.958 0.824 0.886
BoL(T-Filt) 0.958 0.834 0.892 0.917 0.814 0.863 0.961 0.822 0.886
BoH(Cls-Filt) 0.953 0.986 0.969 0.918 0.966 0.941 0.964 0.981 0.973
BoH(P-Filt) 0.956 0.876 0.914 0.919 0.842 0.879 0.960 0.868 0.912

Table 4. The performance of the DB-FB cross-source SVM
TC using various external datasource indicators .

found to be more informative of a topic. However, in the Full case, the first
and the last paragraphs of the webpages were found more beneficial than the
title of the webpages.

The results corresponding to the cross-source scenario are presented in Ta-
ble 4. We can observe different trends compared to the single source scenario.
For the case of the full TW dataset, the best cross-source feature for all the
three scenarios was the BoH (Cls) feature. The highest improvement of 6.2%
being achieved for the Cri topic. We can furthermore notice, that the results
for the BoH (Prop) features are also outperforming the results obtained by the
URL features. These results indicate, that incorporating semantic information
derived from KSs are very important in reducing the lexical gap between KSs
and TW. In particular, the addition of new words derived from the external
URL websites were found worst or achieved little improvement over the base-
line BoW case (for DisAcc, Cri). With respect to the URL features, we can
notice that the performance of the classifier does not change drastically when
utilising the first, last or the title of external URL websites. The difference in
the performances is less than 1%.

Examining the results obtained for the Filtered case, we can observe similar
trends, where again the BoH (Cls) feature exhibit the highest performance for
each topic, which is then followed by the BoH (Prop) features. Considering the
URL features, however, we can notice that the title of the websites seems to be
more beneficial for TC, than the first or the last paragraphs. An explanation
for this could be, that in this Filtered scenario more tweets are affected by
feature augmentation than in the Full scenario. In light with the results for
the single-source scenario, we can also observe a bigger improvement (up to
44.2% for Cri) in the Filt case than in the Full case.
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5. Challenges and Limitations

In this work we enriched the representation of short text messages with
information from external websites with the goal of reducing the lexical dif-
ferences between KSs and Twitter.

One of such external link indicators were the hashtags from a Tweet,
for which we assigned a DBpedia and Freebase URI using a simple word
matching approach. We encountered various challenges, given that hash-
tags can often contain: (1) abbreviations (e.g. #nkorea http://dbpedia.

org/resource/North_Korea); (2) contain compound words (e.g. #flightdelay
http://dbpedia.org/resource/Flight_delay); and (3) some of the hastags
may contain new abbreviations not present in KSs (e.g. #emfrmf) . For those
cases no semantic meaning was assigned to them. In addition, one hashtag as
any other word (#beirut) may have multiple meanings (e.g. the capital city of
Lebanon; or a Lebanese governorate), and thus in order to assign the correct
DB and FB URI one may apply a word sense disambiguation algorithm ([15])
first, which takes into account not only the lexical form of a hashtag but also
the context of the hashtag.

The automatic extraction of sentences and paragraphs from external web-
sites also poses challenges. One of the main problems considering this task
is the accurate identification of boundaries on a page, since different websites
employ different formats for describing the content of their pages. Particularly
in pages where users can add comments (e.g. newswire articles and forum-like
pages) the identification of the last paragraphs becomes challenging. In our
work we parsed a full webpage as a whole, independently of whether the last
part of the page referred to users’ comments or not.

6. Conclusion and Future work

This study presented an approach for incorporating various background
information into cross-source TCs built on multiple linked KSs. The goal
of our study was to investigate whether incorporating such information can
furthermore reduce the lexical differences between KSs and Twitter -imposed
by the short length nature of Tweet messages-, thus allowing the creation of
more accurate TC of Tweets.

We looked at two Twitter specific indicators including hashtags and URLs,
for which we derived additional lexical and semantic features for training cross-
source TCs. Our results on both sole Twitter and cross-source settings reveal
that the indicator which provides a better feature enrichment, and therefore
better classification performance was the hashtags.

Our future effort will consist on investigating alternative ways for bridging
the gap between KSs and Twitter. One possible future direction could be to

http://dbpedia.org/resource/North_Korea
http://dbpedia.org/resource/North_Korea
http://dbpedia.org/resource/Flight_delay
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investigate the impact of tweet normalisation approaches for cross-source TC,
aiming at resolving the abbreviation, misspelling to standard English words
([4])3
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