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Abstract. In the life cycle of a large software product the source code
often has to be changed to fit to new requirements, which can be aided by
refactorings. In order to minimise the possibility of breaking the function-
ality of the code, various test suites are used. In this paper, we present a
method for examining which test cases are affected by doing a refactoring
on the code. If we find that the outcome of a particular test case is not
changed by the refactoring, the test case does not need to be run, which
might make testing more cost effective. Also, we validate the refactoring
by checking that the affected functions behave identically pre and post the
transformation. This system is based on a language specific model that is
designed to capture knowledge about the software product acquired using
impact analysis.

1. Introduction

The refactoring [5] tools try to preserve the properties of the transformed
programs using language specific semantic knowledge about the source code
and to ensure the safety of statically performed transformations. In case of in-
dustrial sized software and some programming languages the usage of complex
static analysis sometimes is not enough to decide whether the transformation
is safe, and some rarely used language elements can make it impossible. There-
fore it is crucial to retest the system after a major change.

In case of the industrial sized software components the developers prefer to
perform the necessary refactorings manually against applying the automatic
refactoring, even if the manual refactoring is more error prone. The main
reason for this situation is based on the fact that the developer can not follow
the changes performed on the source code by the refactoring tool. In order to
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convince the developer about the reliability of refactorings we have to analyse
the impact of the transformations while reducing the cost of the testing pro-
cess. By using impact analysis we can select the code parts that are affected
by a transformation and based on this knowledge we can minimise the cost of
regression test.

Our research focuses on Erlang [4], a dynamically typed language. Many
of its semantic rules are also dynamic, that makes the static semantic knowl-
edge based analysis hard. In this paper, we examine the various connections
between refactorings of the code and test cases. We explore the possibility
of leaving some test cases out if we can argue that the refactoring does not
change the outcome of the test. We also investigate how we can give further
guarantees that the refactoring has successfully transformed the source code
using random parameter space testing and metrics based validation.

The paper is structured as follows. In Section 2, we show a motivating
example. In Section 3 we present the tool that will store the knowledge we
gather about Erlang source code; Section 4 describes change impact analysis
based property selection; Section 5 uses the same analysis to find functions
that are affected by a code transformation and introduce a validation property.
Section 6 discusses related work and Section 7 concludes the paper.

2. Motivating example

1 −module( exampl ) .

2 −export ( [ c a l c /2 , prop1 /0 , prop2 /0 ] ) .

3

4 c a l c (X,Y)−>
5 Mul = X∗Y,

6 Sum = X+Y,

7 {Mul , Sum} .

8

9 prop1 ( )−>
10 ?FORALL({A, B} ,

11 { i n t ( ) , i n t ( )} ,

12 element (1 , c a l c (A, B) ) =:= A∗B) .

13 prop2 ( )−>
14 ?FORALL({A, B} ,

15 { i n t ( ) , i n t ( )} ,

16 element (2 , c a l c (A, B) ) =:= A+B) .

Figure 1. A module with two QuickCheck properties
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1 c a l c (X,Y)−>
2 Mul = mul (X,Y) ,

3 Sum = X+Y,

4 {Mul , Sum} .

5

6 mul (X,Y) −>
7 X∗Y.

Figure 2. A part of calc is extracted into mul

In Figure 1, we see an Erlang module with a function calc that takes
two parameters. There are two statements prop1 and prop2, formalised as
QuickCheck properties [10]. The function itself calculates the sum and the
product of its arguments, and returns the pair of the calculated values.

The first property states that the first element of the returned tuple con-
tains the product of the two arguments. For this, it uses a pair of two
generators (int()) and binds the generated values to A and B respectively.
If QuickCheck is installed, the module test case can be invoked by calling
eqc:quickcheck(exampl:prop1()), which will use the generators to produce
100 random pairs of integers, and tests the property. The second property,
quite similarly, tests the second component of the return value of the function
calc.

There are several refactorings that can be applied to the function calc.
As calc is not a good name, one idea is to rename the function. Another
possibility is to extract a portion of the function calc into another function.
For example, the production on line 5 may be extracted to a new function
mul as seen in Figure 2. The use of this refactoring could change the first
element of the return value of function calc and does not have any affect
on the second element. Since property prop2 uses only the second element
of the return value, it does not depend on the changed source code and it is
unnecessary to retest it.

3. Layers of knowledge for impact analysis

3.1. Source code representation. RefactorErl [7] is a source code analyser
and transformer tool for Erlang [4]. It builds an abstract syntax tree over
the source code, then uses several semantic analysers that enrich it into a
Semantic Program Graph (SPG) by adding various other levels of knowledge.
Information gathered by the analysers include connections between function
applications and definitions (revealing function calls), between definitions and
uses of variables etc.
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The Semantic Program Graph of RefactorErl is capable of storing and effi-
ciently retrieving information from the represented Erlang source code. While
it is possible to directly use the SPG to retrieve the information necessary for
impact analysis, directly accessing the SPG is too costly. It is more efficient to
build a more compact and focused intermediate representation of the source
code first. Therefore, we use the SPG to calculate advanced representations
such as control, data and behaviour dependency graphs, and we calculate the
impact of a refactoring change on dependency graphs.

Changing the source code (by tool assisted semi-automatic refactoring, or
manually editing it) affects those program parts that depend on the changed
expressions. We grasp knowledge about such connections by building a De-
pendency Graph where

• a node represents an Erlang expression and
• an edge represents a possible dependency between two expressions.

A change spreads in the source code with different kinds of dependencies:
control, data, behaviour etc. We build several flow graphs to calculate these
dependencies: Data-flow Graph [9, 13], Control-flow Graph [14] and Behaviour
Dependency Graph [15].

3.2. Dependency Graph - DG. Working with flow graphs, in order to de-
termine real dependencies is not efficient, as it requires a number of traversals
in the CFG for every expression. Thus we use the well known approach used
at compilers, we build a dependency graph that eliminates the unnecessary
sequencing and includes only direct dependencies.

In building the DG we follow a compositional approach [12]. First we
determine the affected functions by performing a transitive closure on the
function call graph, starting from the selected functions. We build the CFG
for every function from this set separately. These CFGs are intrafunctional, as
these do not follow the function applications and message passing. Then from
the obtained CFGs we build postdominator trees (PDT) and control depen-
dency graphs (CDG). The next step is the composition stage of the obtained
CDGs. In this stage the function application and message passing edges are
resolved. With these steps we obtain the composed control dependency graph.

This graph contains only the control dependency edges, some other useful
information is necessary to determine real dependencies among the expres-
sions. We extend this composed CDG with data and behaviour dependency
edges, calculated from the former introduced graphs. This compound graph is
the DG of selected functions and contains necessary information about data,
control and behaviour dependencies of the expressions of the functions [14].
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4. Change Impact Analysis

In this paper, we focus on impact analysis of refactorings. To find the
functions that are affected by a refactoring, we use dependency graph based
program slicing [16, 8].

The defined Dependency Graph represents the Erlang expressions as nodes
and the dependencies among expressions as edges. A change in an expression
in the source code that is changed by a refactoring may affect those expressions
that depend on the changed expression. In order to track these changes, we
have to traverse the Dependency Graph and gather those expressions that are
reachable from the changed expressions. Traversing the Dependency Graph
produces a static forward slice of the program. The program slice will contain
all expressions that are affected by the refactoring. A function is affected by
a refactoring if at least one expression from its body is contained in the slice.
We collect all functions that are affected by a refactoring.

Since QuickCheck properties are formalised as Erlang functions, the pro-
gram slice will contain the affected properties by a refactoring and we can
suggest to the user to retest them. In case there is no affected property for an
affected function we can check the behaviour equivalency within our refactor-
ing tool.

5. Transforming and deriving QuickCheck properties

As mentioned already, change impact analysis exactly identifies program
segments that may be affected by an arbitrary change (such as an effect of
a refactoring step) in the code. The result of such an analysis process may
include code of the application itself as well as parts of test modules. Due
to the nature of impact analysis, the former ones basically cover code pieces
whose meaning might have been modified by the previously mentioned change,
while the latter sort of code fragments include test routines that may have to
be changed accordingly and also they are due to be re-checked.

Those QuickCheck [10] properties that are available at the time of the
execution of a refactoring step are transformed similarly, according to the im-
pact of the specific refactoring step. More accurately, when a refactoring step
altering the public interface of a function referred within a test module gets
performed, calls within the test module are also transformed. For instance,
when the “reorder function arguments” transformation changes the order of
the arguments in a function definition, applications of that function are trans-
formed accordingly, even those that are located within test modules.
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Refactoring steps should preserve the semantics and the behaviour of pro-
grams. A properly performed refactoring step consequently results in a pro-
gram that is semantically equivalent to the original one. In this paper, pro-
grams are said to be equivalent if they have the same observable behaviour,
that is, they return the same values on given input data and have the same
side-effects (such as I/O and exceptions). The validation of refactoring steps
obviously includes a phase that checks whether user-defined test cases satisfied
before the transformation remain satisfied. However, we can involve some ad-
ditional techniques for checking behaviour preservation, namely, the most vital
property to be checked may be that the original and the refactored program
are equivalent.

To establish the fact of equivalence, we should execute each function of
both the original and the transformed programs on every possible input value
and check whether they all produce the same values and side-effects respec-
tively. Obviously, this method is inapplicable in case of complex programs
involving many functions operating on a large domains. Fortunately, we can
omit the check of all the function that certainly are not affected by the per-
formed code change. As seen before, impact analysis identifies the functions
that might have been changed, so thus we only have to check those.

The problem of large input domains is resolved by using random genera-
tion. That is, change-affected functions are checked for semantics preservation
by a large number of randomly generated values. As Erlang is dynamically
typed, we can supply values of any type as arguments to functions, and at the
worst case we get runtime exceptions. Arguably, randomly generating lots of
improperly typed tests do not help with catching bugs. To avoid test cases
failing for reasons of data being ill-typed, types of functions are inferred and
then only well-typed input parameters are applied.

The property evaluates both the old and the new versions of affected func-
tions, compares the results and analyses I/O activity and thrown exceptions.
In the case they produce the same results, they likely are equivalent and there-
fore the refactoring step has been performed correctly, as it has preserved the
program behaviour. Such a property can be defined within QuickCheck and
can be checked just after a refactoring transformation has been made. User-
defined properties along with the described equivalence property can efficiently
validate refactoring steps.

Further validation steps. Beside checking whether the original and the
refactored program are semantically equivalent, we might verify refactoring-
specific properties as well, ensuring a more accurate validation of the refactor-
ing steps. Such properties can be based on software metrics, calculated and
compared on both the old and the new version of the source code.
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6. Related work

There is a large body of work of software restructuring and refactoring.
Accordingly, there exists several state-of-the-art research for making program
refactoring safer. In most cases, these works focus on object-oriented programs
(for example [2, 6, 11]), but there exists a technique for testing Erlang specific
refactoring steps as well [3].

However, in the above researches, randomly generated test data is used
and no complex (if any) additional semantic or syntactic information about
the program is applied. The method illustrated in this paper uses knowledge
based on impact analysis, which makes the generation of more specific and
more relevant test cases possible, which may result in a more efficient testing
method.

In the case of object-oriented programs there exists also incremental soft-
ware change supporting tool using impact analysis [1]. Integrating the interac-
tive behaviour of the refered tool and the test case selection method presented
in this paper could be a possible direction for future work.

7. Conclusions and future plans

The paper demonstrates how knowledge originating from impact analysis
can be used for validation of refactoring steps. The applicability of introduced
method is illustrated by a case study based on capabilities of RefactorErl, a
refactoring tool for functional programming language Erlang. The paper also
outlines a method for assembling the required knowledge in the specific case
of Erlang.

Since Erlang is a dynamically typed language, to ensure the safety of
statically performed transformations is hard and the derived static semantic
knowledge is not enough. Therefore we examined various connections among
refactorings and test cases. Therefore we recommend to rerun a subset of
selected test cases after the refactorings and we introduce new properties to
check the behaviour of the changed system. We use impact analysis to se-
lect the code parts that are affected by a transformation and based on this
knowledge we can minimise the cost of regression test.

In the future, the described method can be extended to make available
refactoring steps driven improvement of existing test databases with semi-
automatic extension of existing test cases relevant for program slices changed
via given refactoring steps.
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