1. Introduction

The field of Information Extraction (IE) studies and creates techniques for turning the unstructured information present in natural language texts into structured data [7]. An important part of this process is coreference resolution, the task which identifies when different noun phrases refer to the same discourse entity in a text. Coreference resolution is a field which has been extensively researched for English (see [9] for a comprehensive overview of methods), but received less attention for other languages. This is due to the fact that the vast majority of the existing methods are based on machine learning and therefore require extensive annotated data.

The aim of this paper is to present a system that automatically extracts coreference chains from texts in Portuguese without having to resort to Portuguese corpora manually annotated with information about coreferential links. To achieve this goal, it is necessary to implement a method which can automatically obtain data that can be used for training a supervised machine learning coreference resolver for Portuguese. In this work, the training data is acquired by using an English-Portuguese parallel corpus in which the coreference chains annotated in the English part of the corpus are projected to the Portuguese part of the corpus. This approach is similar to the one proposed by [13] for projecting coreference chains from English to Romanian. In contrast to the method developed by [13], our goal here is not to create an annotated resource, but to implement a fully functional coreference resolver for Portuguese.

The rest of this paper presents the current stage of the development of the system and is structured as follows: Section 2 presents a brief overview of relevant work in coreference resolution with emphasis on Portuguese. Section
3 presents the approach proposed in this paper. Preliminary evaluation results are presented in Section 4 and briefly discussed.

2. Related Work

Despite attempts to develop rule-based coreference resolution systems as part of the MUC competitions or using the MUC data [5], most of the existing systems rely on machine learning approaches [9]. This is possible for English where there are several annotated corpora large enough to be used for training, but not for languages such as Portuguese which lacks the necessary resources. As a result, most work for Portuguese focused on certain types of pronominal anaphora resolution [12, 4] or problems related to coreference and anaphora resolution such as anaphoricity classification [3]. The only available corpus annotated with coreferential data is the Summ-It corpus [2] and to the best of our knowledge the only work that uses it for the development of a machine learning method for coreference resolution is [17]. Due to the small size of the corpus, the evaluation results presented in that paper are below the ones obtained by state-of-the-art systems for English.

The Summ-It corpus imposes restrictions on which supervised machine learning approaches that can be used. For example, it is not possible to use a large list of features, each with a detailed set of attributes as suggested by some researchers, because this requires a large quantity of data for training. Summ-It is not a big corpus, it contains around 700 coreferential expressions distributed in 50 newswire texts. This is not as large as the corpora normally used to train machine learning approaches for other languages such as English (MUC\(^1\) and ACE\(^2\)) and Spanish (AnCora [15]).

The next section presents a method that does not rely on the availability of manually annotated data for coreference in the language in which the text is processed.

3. The method

As previously mentioned, the goal of this research is to extract coreference chains automatically from Portuguese texts. To achieve this, a parallel corpus is employed to project coreference relations from the English part of the corpus to the Portuguese part. The relations projected are then used for training a supervised machine learning model capable of identifying coreference chains in Portuguese. Figure 1 shows an overview of the whole system and each step depicted in the figure is described next.

\(^1\)http://www.itl.nist.gov/iaui/894.02/related_projects/muc/muc_data/muc_data_index.html

\(^2\)http://projects.ldc.upenn.edu/ace/data/
3.1. **Annotation of English coreference chains.** The first step of the processing identifies coreference chains in the English part of the parallel corpus. An off-the-shelf machine learning based coreference resolver for the English language, Reconcile [18], is used to automatically annotate the text with coreference chains. The authors of Reconcile report the results in terms of MUC score and $B^3$ score. The MUC F-Measure reported is of 68.50 for the MUC6 dataset and 62.80 for the MUC7 dataset. The $B^3$ F-Measure is of 70.88 for the MUC6 dataset and of 65.86 for the MUC7 dataset.

3.2. **Generation of English pairs.** The automatic annotation obtained in the previous step is used to generate pairs of expressions (antecedent and anaphor) that can be projected in the Portuguese corpus and used to train a machine learning algorithm. The algorithm implemented for generating the positive pairs (anaphoric pairs) always chooses the most confident antecedent for a given anaphor as proposed in [10]. For each non-pronominal noun phrase, it is assumed that the most confident antecedent is the closest non-pronominal preceding antecedent. For generating the negative pairs (non-anaphoric pairs), the algorithm implemented is the one proposed by [16]. The negative pairs are formed by using expressions that occur in between the expressions in the
positive chains. The anaphor is always an expression that belongs to a coreference chain and the antecedent is an expression that does not belong to the same chain or that does not belong to any chain.

3.3. **Identification of the NP.** This step identifies NPs in both languages because they correspond to mentions and therefore can be in coreference relations. It needs to be performed explicitly only for Portuguese, as NPs in the English part of the corpus are identified during the coreference resolution process. The Portuguese NPs are identified using the Constraint Grammar based parser PALAVRAS [1]. The authors report 99% accuracy for part-of-speech tagging and about 97% accuracy for syntactic function detection.

3.4. **Word-by-word alignment.** Even though the method proposed in this paper relies on a parallel corpus, most parallel corpora do not have a word-by-word alignment as is required in the next step. For this reason, Giza++ [11] is used to produce this alignment.

3.5. **Generation of Portuguese training examples.** The word-by-word alignment is used in the process of generating Portuguese training examples from English pairs. Given the errors introduced by the identification of English NPs and by the alignment process, the English NPs are not directly mapped to Portuguese NPs. Instead, a matching algorithm is used to identify the best Portuguese NP to be aligned with the English NP. Once a pair is identified in the Portuguese data, features are extracted in order to produce training examples. The features used are a mix of the ones proposed by [16] and [14]. These features are used to train a machine learning model that identifies coreferential chains in Portuguese.

4. **Evaluation**

4.1. **Corpus.** Our method was evaluated on an English-Portuguese parallel corpus which contains texts from the Revista Pesquisa FAPESP³ (FAPESP Research Magazine). The corpus contains 646 texts with a total of 17427 sentences. The English part contains around 464,000 words, and there are about 433,000 words in the Portuguese part.

In addition, the NP4E corpus [6] is used internally by Reconcile to learn the coreference model and the success of the proposed methodology is assessed on the Summ-it corpus [2]. All three corpora contain newswire texts which makes them comparable to a certain extent. However, due to the differences between them, the results may not be as high as they would be if only one corpus

³http://revistapesquisa.fapesp.br/
was used (e.g. if the parallel corpus was used both for training the English coreference model and to evaluate the Portuguese coreference resolver).

4.2. Evaluation results. For the FAPESP corpus, the system generated 94,990 coreference chains. Most of these chains are singleton (i.e. chains formed by only one expression): 82,272. This represents approximately 86% of the expressions. The remaining 14% are chains formed by two or more expressions. Using these chains, our current system generates 21,849 positive pairs (approximately 4.7%) and 436,033 negative pairs (approximately 95.2%) out of 457,882 pairs.

These pairs were projected from one side of the corpus to the other using the current implementation of the projection algorithm. The algorithm projected 3,569 positive pairs (approximately 7.6%) and 43,174 (approximately 92.3%) out of 46,543 projected pairs.

The coreference chains extracted by the system were scored using two scoring metrics, MUC [19] and CEAF [8]. The F-Measure values are 7.12 for the MUC score and 14.37 for the CEAF score. The baseline implemented clusters all the pairs of mentions that share the same head word. The performance is identical to the baseline. Analysis of the results reveals that most of the projected coreferential pairs used for training also have head matching. This is due to the fact that the chains extracted by Reconcile contain lots of pairs which have the same head. This phenomenon is intensified by the projection algorithm.
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