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Abstract. Membrane Computing is an emergent and promising branch
of Natural Computing. Designing P systems is heavy constitutes a difficult
problem. The candidate has often had an idea about the problem solution
form. On the other hand, finding the exact and precise configurations
and rules is a hard task, especially if there is no tool used to help in the
designing process. The clonal selection algorithm, which is inspired from
the vertebrate immune system, is introduced here to help in designing a
P system that performs a specific task. This paper illustrates the use of
the clonal selection algorithm with adaptive mutation in P systems design
and compares it with genetic algorithms previously used to achieve the
same purpose. Experimental results show that clonal selection algorithm
surpasses genetic algorithms with a great difference.

1. Introduction

Artificial intelligence can be seen as a combination of several research dis-
ciplines such as computer science, physiology, philosophy, sociology, biology,
physics and chemistry. Enormous successes have been achieved through mod-
eling of biological and natural intelligence [4] resulting in what is called natural
computing.

The natural computing can be classified into the three following branches.

• Bio-inspired approaches
• Artificial Life
• Computing With Natural Means

The above branches - depicted in figure 1 with their fields - together with
logic, deductive reasoning, expert systems, case-based reasoning and symbolic
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machine learning systems form a big part of Artificial Intelligence (AI). A
Brief preview of each category is described below.

Bio-inspired approaches are inspired from nature for the development of
novel problem-solving techniques. Bio-inspired approaches include the follow-
ing fields: Artificial Neural Networks inspired by the functioning of mam-
malian brain [22, 36], Evolutionary Algorithms motivated by evolutionary bi-
ology [21, 34], Simulated Annealing which borrows ideas from the annealing of
metals and glasses [7, 30], Swarm Intelligence which is based on the collective
behavior of social organisms[8, 20], Artificial Immune Systems inspired by the
vertebrate immune system [6, 9, 23, 24, 25] and Growth and Developmental
Models which are based upon the growth and development processes of living
organisms[31].

The synthesis of natural phenomena using computers is the second branch
of natural computing that provides new tools for synthesizing and studying of
natural phenomena which can be used to test biological theories that cannot
be tested via traditional experimental and analytic techniques. There are
basically two main approaches to the simulation and emulation of nature in
computers: using tools for studying the fractal geometry of nature and using
artificial life techniques[23].

There are a number of techniques for modeling fractal patterns and struc-
tures; these techniques include cellular automata [1, 33], L-systems [2], iterated
function systems [19, 27, 28], particle systems [37] and Brownian motion [11,
29].

Computing with Natural Means (molecular computing) is the third branch
of natural computing that employs natural materials (e.g., molecules) for com-
puting. Computing with natural means is the approach that brings the most
radical change in paradigm. The question that led to the thinking and cre-
ation of this approach was: ”What are the other means or media which can
be used to perform computation in place of silicon?” Motivated by the need to
identify alternative media for computing, researchers are now trying to design
new computers based on molecules, such as: Membrane Computing [13, 14,
15, 17, 18], DNA Computing [16] and Quantum Computing [3].

All forms of molecular computing are currently in their infancy. But in
the long run they are likely to replace traditional silicon computers which face
barriers in reaching higher levels of performance. This paper will present how
clonal selection algorithm, which is inspired from the human body immunity,
can be used to help in designing P systems. This paper is organized as follows:
section 2 represents a background about P systems. Section 3 deals with the
clonal selection algorithm which will be used as a helping tool for designing
P systems. Section 4 tackles the problem of designing P systems and the
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Figure 1. illustration of natural computing branches

experimental results of applying the clonal selection algorithm. Finally section
5 gives some conclusions and future work remarks.

2. Membrane Computing

Membrane computing (MC) or P systems, is an area of computer science
aiming to abstract computing ideas and models from the structure and the
functioning of living cells, as well as from the way the cells are organized in
tissues or higher order structures [23]. Membrane computing (P systems) is
the branch of Molecular Computing initiated by Gheorghe Paun discussed in
a paper entitled Computing With Membranes [15] and this is the reason for
calling it P systems.

A P system is a computing model which abstracts the way alive cells
process chemical compounds in their compartmental structure. In short, in
the regions defined by a membrane structure, one finds objects which evolve
according to given rules. The objects can be described by symbols or strings
of symbols. By using the rules in a nondeterministic and maximally parallel
manner, one gets transitions between system configurations. A sequence of
transitions is a computation. With a halting computation, one can associate
a result, in the form of objects present in a given membrane in the halting
configuration or expelled from the system during computation.
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Various ways of controlling the transfer of objects from a region to another
and applying the rules, as well as possibilities to dissolve, divide, create, or
move membranes, were considered. Moreover, tissue P systems, neural P sys-
tems, and population P systems were investigated. Many of these variants lead
to computationally universal systems, while several variants with an enhanced
parallelism are able to ”solve” NP-complete problems in polynomial (often,
linear) time, by making use of an exponential space. A series of applications,
in biology, linguistics, computer science, management, and many other areas
were reported [13].

Formally, a P system with active membranes is a construct of the form
below:∏

= (O,H, µ, ω1, ...., ωm, R)
where:

(1) m← 1(the initial degree of the system);
(2) O is the alphabet of objects;
(3) H is a finite set of labels for membranes;
(4) µ is a membrane structure, consisting of m membranes initially having

neutral polarizations, labeled (not necessarily in a one-to-one manner)
with elements of H;

(5) ω1, ...., ωm are strings over O, describing the multisets of objects placed
in the m regions of µ;

(6) R is a finite set of developmental rules, of the following forms:

a: [a→ v]eh, for h ∈ H, e ∈ {+,−, 0}, a ∈ O, v ∈ O∗

Object evolution rules, associated with membranes and depending on
the label and the charge of the membranes. Hint: only for simplicity,
the label is written only one time outside the brackets and the internal
label is omitted.

b: a[v]e1h → [b]e2h , for h ∈ H, e ∈ {+,−, 0}, a, b ∈ O
Communication rules: an object is introduced in the membrane, and
possibly modified during this process; the polarization of membrane
can also be modified, but its label may not.

c: [a]e1h → []e2h , for h ∈ H, e1, e2 ∈ {+,−, 0}, a, b ∈ O
Out-communication rules; an object is sent out of the membrane, and
possibly modified during this process; the polarization of the mem-
brane can also be modified.
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d: [a]eh → b, for h ∈ H, e ∈ {+,−, 0}, a, b ∈ O
Dissolving rules; in reaction with an object, a membrane can be dis-
solved, while the object specified in the rule can be modified.

e: [a]e1h → [b]e2h [c]e3h , for h ∈ H, e1, e2, e3 ∈ {+,−, 0}, a, b, c ∈ O
Division rules for elementary membranes: in reaction to an object, the
membrane is divided into two membranes with the same label, and
possibly of different polarizations. The object specified in the rule
is replaced in the two new membranes possibly by new objects; the
remaining objects are duplicated and may evolve in the same step by
rules of type (a). It is possible to allow the change of membrane labels.
For instance, a division rule can take the more general form below.

[a]e1h1
→ [b]e2h2

[c]e3h3
, for h1, h2, h3 ∈ H, e1, e2, e3 ∈ {+,−, 0}, a, b, c ∈ O

The change of labels can also be considered for rules of types (b) and (c).
The possibility of dividing membranes into more than two copies or even of
dividing non-elementary membranes can be considered. In such case, all inner
membranes are duplicated in the new copies of the membrane.

It is important to note that in case of P systems with active membranes,
the membrane structure evolves during computation by decreasing the number
of membranes, due to dissolution operations and increasing the number of
membranes by division. The increase can be exponential in a linear number
of steps: using a division rule successively, due to the maximal parallelism,
2n copies of the same membrane can be obtained. This is one of the most
frequently investigated ways of obtaining an exponential working space in
order to trade time for space and solve computationally hard problems, i.e.
NP-complete problems, in polynomial or even linear time [13].

3. The Clonal Selection Algorithm

The clonal selection principle is an algorithm used by the immune system
to describe the basic features of an immune response to an antigenic stimulus.
The clonal selection principle is depicted in figure 2. The principle establishes
the idea that only those cells that recognize the antigens proliferate, thus be-
ing selected against those which do not. Clonal selection operates on both T
cells and B cells. The immune response occurs inside the lymph nodes .When
an animal is exposed to an antigen, some subpopulation of its bone marrow’s
derived cells (B lymphocytes) respond by producing antibodies. Each cell se-
cretes only one kind of antibody, which is relatively specific for the antigen.
By binding to these immune receptors, with a second signal from accessory
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cells, such as the T-helper cell, an antigen stimulates the B cell to prolifer-
ate (divide) and mature into terminal (non-dividing) antibody secreting cells,
called plasma cells. While plasma cells are the most active antibody secre-
tors, large B lymphocytes, which divide rapidly, also secrete Ab, albeit at a
lower rate. While B cells secrete Ab, T cells do not secrete antibodies, but
play a central role in the regulation of the B cell response and are core in cell
mediated immune responses. Lymphocytes, in addition to proliferating or dif-
ferentiating into plasma cells, can differentiate into long-lived B memory cells.
Memory cells circulate through the blood, lymph and tissues, probably not
manufacturing antibodies [32], but when exposed to a second antigenic stim-
ulus commence differentiating into large lymphocytes capable of producing
high affinity antibody, preselected for the specific antigen that had stimulated
the primary response. Figure 2 depicts the clonal selection principle [10]. The
main features of the clonal selection theory are described below:

• the new cells are copies of their parents (clone) subjected to a mutation
mechanism with high rates (somatic hypermutation);
• elimination of newly differentiated lymphocytes carrying self-reactive

receptors;
• proliferation and differentiation on contact of mature cells with anti-

gens
• The persistence of forbidden clones, resistant to early elimination by

self-antigens, as the basis of autoimmune diseases.

The analogy with natural selection [24] should be obvious, the fittest clones
being the ones that best recognize antigen or, more precisely, the ones that
are triggered best. For this algorithm to work, the receptor population or
repertoire has to be diverse enough to recognize any foreign shape. A mam-
malian immune system contains a heterogeneous repertoire of approximately
1012 lymphocytes in human [32], and a resting (unstimulated) B cell may
display around 105 − 107 identical antibody-like receptors. The repertoire is
believed to be complete, which means that it can recognize any shape.

In our case the repertoire contains P systems; each p system will represent
an antibody. The best antibody achieves the smallest difference from our tar-
get (solution). The smallest difference is zero in our case. Look at subsection
4.1. for more details about the affinity measure.

4. The Problem and Experimental Results

Designing a P system evaluation rules in order to perform a specific task is
a hard job. In many cases, the designer has an idea about membrane structure,
initial multi-sets and approximately the set of rules necessary to describe the
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Figure 2. The clonal selection principle, small resting B cells
created in the bone marrow, each carry a different receptor
type. Those cells carrying receptors specific for the antigen,
proliferate and differentiate into plasma and memory cells.

P system, but a small mistake in the description of the initial configuration or
in the set of rules can lead to undesired consequences [12].

In this paper, an example of designing a P system using the clonal selection
algorithms is presented. In order to do this, some information about the
problem should be known, namely: membrane structure, initial multi-sets
and approximately the set of rules necessary to describe the P system.

The clonal selection is applied on designing a simple p system for comput-
ing a simple mathematical operation, namely, square of 4. Clonal selection
results will be compared with the previous work that solved the same problem
using genetic algorithms; we used the same set of rules for repertoire initial-
ization and the same affinity measure used in [12].

An initial repertoire of rules will be generated. Such repertoire will be
evolved according to the clonal selection algorithm using cloning and mutation
in order to reach the desired P system, of course by the help of a predefined
affinity measure.

Only rules of type (a) and (d), namely evolution and dissolution rules
respectively are used in our experiments. The initial repertoire is considered
to have the same configuration, the initial configuration goes as follows.∏

= (O,H, µ, ω1, ...., ωm, Ri)

• The alphabet O = x, y, z,m, n, u, v
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Table 1. The set of rules R

r1 : [x→ xy]a r7 : [n→ m]a r13 : [x→ λ]b
r2 : [y → yc]a r8 : [u→ v]a r14 : [y → λ]b
r3 : [c→ y2]a r9 : [m]a → y r15 : [y → c]a
r4 : [x→ yc]a r10 : [n]a → x r16 : [c→ λ]a
r5 : [m→ n]a r11 : [u]a → c r17 : [v → m]a
r6 : [n→ u]a r12 : [v]a → x r18 : [v]a → y

• The set of labels H = a, b
• The membrane structure µ = [[]a]b
• The initial multisets wa = x2ym,wb = Φ
• R is the set of rules such that Ri ∈ R,R is explained in table 1.

4.1. The Clonal Selection Algorithm. The clonal selection algorithm with
the properties described in section 3 is depicted below as Pseudocode.

Begin

t=0;

Initialize initial repertoire p(t);

Identify the affinity function;

Validate repertoire;

Evaluate p(t);

While (condition) do

Begin

1.t= t+1;

2.Select C from p(t-1);

3.Clone C to form C’;

4.mutate C’ to form C";

5.validate C";

6.Select individuals from C"(t) and P(t-1) to create P(t);

7.Metadymanics;

End

End

A brief explanation of each function in the clonal selection algorithm is de-
picted below.

• Initial repertoire Initialization
The initial repertoire is initialized with a randomly selected subset of
rules, which are depicted in table 1. The maximum number of rules in
each individual is 14 rules.
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• Repertoire Validation
The validation is made by ensuring that: for each P system and each
membrane. No two rules are triggered by the same object, i.e. if a P
system

∏
1 contains the following rules:

r1 : [n]a → x
r2 : [n]a → c
r3 : [n]a → x
r4 : [x→ xyz]b
r5 : [x→ λ]b

Two rules from r1, r2 and r3 are selected randomly to be removed
from

∏
1; also one rule is selected randomly from r4 and r5 to be

deleted.
• Repertoire evaluation and affinity measure

The affinity measure is defined to select the highest affinity individu-
als. According to our example square of 4, the affinity measure is the
absolute difference between the count of object z in membrane b in
the halting configuration of the P system and the expected number of
such objects in the ideal state, i.e., 16 objects of z. In order to prevent
non-ending computations, the number of computations is limited to
20 steps.
• The selection mechanism

The repertoire is evaluated, then the highest affinity members are se-
lected in order to be cloned. The mutation operation is performed on
the cloned members. The new population’s individuals are selected
from the old one and from the mutated cloned members. This ensures
that our population is continuously enhanced by time. Results show
that selecting the best individuals is always better than replacing the
old generation by a new one.
• Mutation

Mutation is applied as follows: Given a rule [x→ y]h such that x ∈ O,
and y ∈ O∗, the mutation operator changes the object x by one from
O other than x, or the object w, such that w ∈ y, by one object from
O − {w} or by λ.

For a dissolution rule [x]h → y, the mutation operator changes the
object x by a different one from O, and y by a different one from
O ∪ {λ}.
• Metadymanics

To keep repertoire diversity, and enhance the exploration of solutions
in space, a number of randomly generated individuals from the set of
rules R are added in each iteration to the repertoire.
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• Algorithm setting
The following setting is used in our experiments; this setting is the
same setting mentioned in [12] to enable us compare both algorithms:
Repertoire size = 30 individuals, maximum number of generations=
30.

4.2. Experimental Results. Table 2 explains a comparison between 4 ex-
periments using genetic algorithm depicted from [12] and three experiments
using clonal selection with a new mutation mechanism. Each experiment con-
sists of 30 runs. Genetic algorithm uses a fixed mutation rate in each experi-
ment while we use clonal selection with mutation ranges which are applied as
follows: The first experiment mutation range was from 0.1 to 0.4. The second
experiment mutation range was from 0.5 to 1.0. The third one was from 0.1 to
1.0. It is clear from observing clonal selection results that low mutation rates
give good results. On the other hand, it is too difficult for high mutation rates
to find a solution. This situation is reversed in genetic algorithm cases where
high rates find a solution with great difficulty, and low rates find no solutions.

Table 2. A comparison between clonal selection algorithm
and genetic algorithm

experiment
Clonal Selection Genetic Algorithm

Mutation successful
runs

Crossover Mutation successful
runs

1 0.1 to 0.4 17/30
0 0.5 0/30

0.5 0.5 0/30
2 0.5 to 1.0 0/30 0.8 0.8 1/30
3 0.1 to 1.0 15/30 1.0 0.8 1/30

Instead of the usual mutation method we used an adaptive mutation mech-
anism, i.e. mutation value is proportional to the individual affinity, high affin-
ity individuals have low mutation value and low affinity individuals have high
rate of mutation. This proposed adaptive mutation takes into consideration
that good solutions don’t distorted too much, on the other hand low affinity
solutions needs more changes, so we assign it higher mutation rate.

One can also observe that there is no significant difference in results be-
tween the first mutation’s range (0.1 to 0.4) and the third one (0.1 to 1.0).
This is because the range (0.1 to 0.4) is applied in the two cases, and the best
individuals are chosen to be included in the new repertoire.

Cloning makes the repertoire almost full with good solutions, which means
that the algorithm can fall in a local optimum solution. However this is pre-
vented by using meta-dynamics mechanism which adds randomly initializes
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Table 3. The best P systems rules generated by the clonal
selection algorithm

[z → z, z]a [y → m]a [v]a → y
[n→ u]a [u]a → n [x→ z, z]a

[m→ n]a

individuals to keep repertoire diversity. This maintains the balance between
exploration and exploitation.

It is clear that clonal selection algorithm surpasses genetic algorithm, at a
time when genetic algorithm finds one solution from 30 runs, clonal selection
algorithm find 17 solutions from 30 runs. This is because of cloning and
adaptive mutation which differentiates between individuals according to an
affinity value. Furthermore, clonal selection algorithm finds more than one
solution in the same run. This is a very important advantage, where one can
choose the most appropriate initial configuration and structure when one uses
this algorithm in designing a P system for more complex problems. It also
finds solutions before reaching half of the maximum generation’s number in
most runs. This means that the algorithm converges are very fast.

Plingua simulator [16] is used for calculating the affinity of each P sys-
tem in the repertoire. One of the best P system’s rules that achieved affinity
measure is depicted in table 3. Table 3 rules are used for generating a plingua
code illustrated below. This code is executed and the generated output deter-
mines the affinity of these rules. A graphical representation that explains the
plingua code execution is depicted in figure 3.

@model<membrane_creation>

def numOfZs()

{

@mu = [[]’a]’b;

@ms(a) = x,x,y,m;

@ms(b)=#;

[z-->z,z]’a; [y-->m]’a; [v]’a-->y;

[n-->u]’a; [u]’a-->n; [x-->z,z]’a;

[m-->n]’a;

}

def main()

{

call numOfZs();

}
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Figure 3. . Representation of the membranes generated by
the p system rules depicted in table 3, (a) represents the initial
membrane and (d) represents the final one.

5. Conclusion and Future Work

Membrane computing is an interesting area of research. Designing a P
system to solve complex real world problems is not easy, and the researcher
has no alternatives to do this hard task by hand. Moreover, Membrane Com-
puting solutions to real-life problems need to be quite precise in the design
in order to find a sharp simulation of the processes [35]. For all these rea-
sons, the candidate explored the use of Clonal Selection Algorithm as an aid
for designing P systems and as an alternative of genetic algorithms. Results
show that clonal selection can find 17 solutions out of 30 runs while genetic
algorithm finds one solution out of 30 runs.

Many questions arise regarding the automation of P systems design using
Clonal selection algorithm. One of them, the affinity measure, being the most
complex factor, discusses how the researcher can determine that a P system
is better than another. In the candidate’s example, a simple problem is used,
but in more complex problems, it needs more work. The second question is
what about the mutation which is responsible for the repertoire maturity. In
this paper, mutation is applied to only objects, but it could be applied to
membrane structures, polarizations, activation and inactivation of rules.

Another issue is what the appropriate selection method is, which is more
adequate for such types of applications. Meta-dynamics also needs a deeper
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view, and it could be implemented by applying very high mutation rates to
a number of selected members besides adding some new randomly generated
ones.

In this paper, the use of clonal selection algorithm is just illustrated as an
aid in designing a simple P system, but the target is to use clonal selection
in more complex real world problems. Hybridization between bio-inspired
approaches [9], depicted on figure 1, may be used for the automation of P
systems design, and may result in benefits better than clonal selection only,
so this is another open point of research.
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