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METADATA FOR CONTENT-BASED IMAGE RETRIEVAL

ADRIAN STERCA AND DANIELA MIRON

Abstract. This paper presents an image retrieval technique that com-
bines content based image retrieval with pre-computed metadata-based
image retrieval. The resulting system will have the advantages of both ap-
proaches: the speed/efficiency of metadata-based image retrieval and the
accuracy/power of content-based image retrieval.

1. Introduction

Traditionally, there are two approaches for image searching and retrieval.
The first one uses pre-computed metadata and involves a textual search in
this metadata and the other one uses computer vision for extracting various
features from images and comparing them and so, it is a content-based search.

The first approach, also known as metadata-based image retrieval (i.e.
MBIR), implies that images are annotated with keywords that are then stored
in traditional databases for later access to the image. While metadata-based
searching is the most prominent search technique used in the Intrenet (e.g. for
example it is used by the Google search engine) due to its low computational
cost, its many limitations led to the development of alternative methods of
image searching and retrieval that would solve these limitations. The efficiency
of metadata-based image retrieval equals the search efficiency in the underlying
metadata database.

Therefore, the second method for searching and retrieving images is built
starting from the disadvantages of metadata-based search techniques: as data-
bases become increasingly large, a few words describing the image are not
sufficient to capture the entire contents of the image . Moreover, performing
annotations involves (partially or totally) the human work, which is subjective
in terms of image descriptions, but also time consuming. This technique is
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known as content-based image retrieval (i.e. CBIR). This search technique
applies computer vision methods for extracting features from digital images
and using these features in searching and retrieval of images. In this context,
the term content refers to any of the characteristics of images: color, shape,
texture, edge or other information that is encoded in the image itself and not
in metadata.

In content-based search, the response time is large (i.e. low efficiency),
but the power of the search (i.e. expressiveness of search) is high. In contrast,
for metadata-based search the efficiency is high (i.e. lower response time), but
the search power is rather small, since we can not fully capture the contents
of an image in just a few keywords.

This paper tries to combine the two aforementioned techniques, namely
content-based image retrieval and metadata-based image retrieval. More pre-
cisely, we are building metadata to help the process of image searching and
retrieval, so in essence the retrieval process is metadata-based, but this meta-
data is extracted/built automatically and is non-textual as it contains simpli-
fied content-data from the image like color, shape, edge etc., so this makes the
retrieval process a content-based one.

The paper is structured as follows. Section 2 describes the idea of our
image search technique, i.e. combining metadata-based with content-based
image retrieval in order to obtain an image searching technique more powerful
than metadata-based image retrieval, but at the same time, less computation-
ally expensive than content-based image retrieval. Then Section 3 presents
our search algorithm, followed by Section 4 which presents the methods used
for image feature extractions. Section 5 presents metrics used for compar-
ing image features and the paper ends with evaluation tests in Section 6 and
conclusions.

2. Combining Metadata-based and Content-based Image
Retrieval

As we already mentioned, we developed in this paper an image searching
technique which combines content-based image retrieval and metadata-based
image retrieval. The main idea of our image searching technique is to use
a metadata database in the search process to speed up the process, so it is
primarily a metadata-based search, but this metadata is non-textual, it refers
to the color content of the image (e.g. color histogram, shape, edge), so in
this sense the searching technique has the power of a content-based searching
technique. Also, in order to reduce the computing time of the search process,
this metadata is automatically extracted when an image is added to the search
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set and stored in a database, so it is done separately from the searching process
itself and does not add to the search time.

By combining these two approaches to image searching and retrieval, the
search process will gain efficiency (i.e. lower response time) because it uses
metadata for searching and does not compare images pixel by pixel, and will
also gain power (due to the fact that metadata is not textual, but in the form
of features extracted from the image content itself).

3. The Search Algorithm

Our image searching technique uses a relational database for storing the bi-
nary metadata of each image from the search set. The schema of this database
(in fact a table from a database) should contain for each image the following
type of information:

• Average colors - average red, average blue and average green across
the image matrix pixels;

• Color Histogram - the vector of the color histogram of the image;
• Edge points - the vector of coordinates of edge points from the im-
age; We have used the following first-order edge operators: Roberts,
Prewitt, Canny.

We have considered these three types of image content features because
we want the search process to be flexible. If we want the search to be efficient
(i.e. low computing time), then comparing average colors of images would be
the best choice. But the search would not be so accurate. In order to increase
the accuracy of the search color histogram comparisons can be used. Note
that this would also increase the computing time. In order to be even more
accurate comparing the edge profile of images is the best choice. In section 5
several metrics for comparing image features are presented.

The search algorithm is formed by two functions: the search itself and the
function for building metadata of a newly added image.

The search algorithm is no different than a common image search algo-
rithm:

Input: queryIMG - the image (or a part of an image) which is searched
for in the image search set
searchSet - the set of available images where queryIMG is searched
for

BEGIN
meta = metadata(queryIMG);
for img in searchSet do
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meta1 = select metadata(img);
if compare(meta,meta1) < threshold

echo ”image found!”, img;
endif;

endfor;
END

For the search operation, first the metadata is extracted from the query im-
age (i.e. using the metadata() function and then this metadata is compared
against the metadata (retrieved from the database using function
select metadata()) of each image from the search set. The metadata retrieved
from the database was pre-computed when the respective image was added to
the search set. The compare() function compares various features from the
metadata (average colors or histograms or edge profile). When a new image
is added to the search set, the following is executed:

BEGIN
meta = metadata(newIMG);
add metadata(meta);
searchSet = searchSet+ newIMG;
END

More precisely, the metadata of the new image is automatically extracted from
the image (using function metadata()) and saved into the metadata database
(using function add metadata()) and the image is then added to the search
set.

4. Feature Extraction Operators

We have considered three types of image features: average colors, color
histograms and edges.

The average red, green and blue are computed across the image’s matrix
pixel.

Then, the color histogram is computed as follows. First the luminance of
each pixel is computed from the red (R), green (G) and blue (B) components
of the pixel using the following formula:

Y = 0.299 ∗R+ 0.587 ∗G+ 0.114 ∗B

and then for each level of luminosity (from 0 -black to 255 -white) the frequency
of occurrence of that luminosity is computed across the picture. The vector
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Figure 1. The Roberts operator mask

of 256 levels of luminance which contains the frequency of occurrence of each
luminance level in the picture is the histogram vector for the picture.

For computing edges, we considered the following first-order edge detection
operators: Roberts, Prewitt, Canny. The Roberts edge operator convolves the
mask from Fig.1 with the image’s pixels. The value of the edge in the pixel
with coordinates (x, y) is computed as follows [3]:

Ex,y = max{|M+ ∗ Px,y|, |M− ∗ Px,y|},

where x, y ∈ 1..n and Px,y is the luminance value of the pixel with coordinates
(x, y).

Prewitt operator uses the mask from Fig. 2 in order to detect edge points.
After this mask is convolved with the image’s pixels, the Prewitt operator com-
putes the edge magnitude, M , and the edge direction, θ, using the following
formula [2]:

M(x, y) =
√

Mx(x, y)2 +My(x, y)2

θ(x, y) = tan−1
(
My(x,y)
Mx(x,y)

)
The Canny edge detection operator is an improved multi-stage algorithm

which has the following steps [1, 6]:

• noise reduction: the image is convolved with the first derivative of a
Gaussian; results a blurred version of the original image;

• compute the edge gradient and direction using the Sobel operator [4];
the direction angle is rounded to 0, 45, 90 or 135;

• non-maximum suppression: determine if the gradient magnitude as-
sumes a local maximum in the gradient direction; “thin edges” are
obtained;

• threshold with hysteresis to connect edge points;

We can see in Fig. 3 that the Canny edge operator is more accurate than
Prewitt and Roberts and produces less edge points.
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Figure 2. The Prewitt operator mask

5. Metrics for Comparing Image Features

We introduce in this section the metrics used to compare average colors,
histogram and edge profiles (i.e. the compare() function from the search algo-
rithm. When comparing two average colors (red, green or blue) their absolute
difference is used as metric. When comparing two luminance histogram, we
use the following metric, where H1 is the first histogram vector and H2 is the
second histogram vector:

distance =

∑255
i=0min(H1[i],H2[i])∑255

i=0H2[i]

When we compare two edge profile (where an edge profile of an image is
a vector of components (x, y, θ) where x and y are the coordinates of an edge
point and θ is the direction of the edge) we use the following two metrics:

distance1 =
1

n

n∑
i=1

(X1[i] + Y1[i])−
1

m

m∑
j=1

(X2[j] + Y2[j])

distance2 =
1

n

n∑
i=1

θ1[i]−
1

m

m∑
j=1

θ2[j]

The first metric compares positions of edge points ((X1[i], Y1[i]) is the po-
sition of an edge point in the first edge profile and (X1[j], Y1[j]) is the position
of an edge point in the second edge profile) and the second one compares di-
rections of the edge (θ1[i] is the direction of the i-th edge point in the first edge
profile). n and m are the number of edge points of the first edge profile and
the second edge profile respectively. For the second metric each θ[i] is scaled
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(a) The original image (b) Roberts edge operator result

(c) Prewitt edge operator result (d) Canny edge operator result

Figure 3. Edge detection operators

(i.e. divided) to the maximum value of direction across the image, in order to
be in the interval [0, 1].

6. Evaluation

We have implemented our searching technique as a PHP application [5]
and evaluated the performance of the search on a search set of 10 images each
having a resolution ranging from 179x218 to 376x394 pixels. Depending on
the threshold we set, we were able to find in the search set the image we were
looking for or similar images (when the threshold was higher). However, we
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must say that setting the threshold to the right value was critical for our ex-
periments and the setting we have used might not work on other image search
sets. The images from the search set contain computer-generated graphical
data (like the one from Fig. 3) and real-world data (e.g. animal pictures). We
have performed several search operations and the average results are displayed
in the following table.

Feature used Percent
of correct
results

Percent
of in-
correct
results

No. of
average
compar-
isons per
image

No. of
average
pixel-
by-pixel
compar-
isons

Threshold
used

Average Red,
Green, Blue

10% 90% 3 63240 0.04

Histogram 14% 86% 256 63240 0.4
Roberts edge
profile

10% 90% 9106 63240 0.04

Prewitt edge
profile

66% 33% 9851 63240 0.04

Canny edge
profile

66% 33% 1836 63240 0.04

Column 1 presents the image feature used for searching (i.e. for comparing
two images). Column 2 presents the percent of the result images which are
correct results (i.e. similar image to the query image). Column 3 presents the
percent of the result images which are incorrect results (i.e. images that are
not similar to the query image). Column 4 presents the average number of
metadata component comparisons (i.e. the number of components from the
metadata of an image; for example, when the Average Red, Green and Blue
feature is used, the number of components from the metadata of an image is 3)
between two images during the search operation, while column 5 presents the
same data if pixel-by-pixel comparisons would have been used for comparing
two images (i.e. average width*height of all images). The last column presents
the threshold value used for detecting similarity between 2 images. During the
edge profile search the second metric for comparing edge profiles was used.

Regarding the efficiency of the search operation, for the image displayed in
Fig. 3 if pixel-by-pixel comparison is done, 179*218 = 39022 comparisons are
performed. But if the Canny edge profile of this picture is used in comparisons,
only 1452 comparisons are used. This is of course an increase in efficiency.
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From the values of columns 4 and 5 from the table we can see that the most
efficient search is done using the Average color feature, followed by Histogram,
then Canny edge profile, Roberts edge profile and Prewitt edge profile. We
can see from column 4 and 5 that all these feature comparisons based search
are more efficient (regarding the number of individual comparisons) that if
content-based searching was used and each pixel from an image is compared
with each pixel from the other image. We can see from column 2 and 3 that
Canny edge profile and Prewitt edge profile comparisons produce the best
results.

7. Conclusions

We have presented an image searching technique which combines metadata-
based with content-based image searching and retrieval. This technique has
the advantage of both approaches, namely the speed/efficiency of metadata-
based search and the power of content-based search. The main idea of our
technique is to construct a metadata database for an efficient search and re-
trieval process, but this metadata is not textual, but extracted from the con-
tent of images. This technique is more efficient than content-based searching of
images with pixel-by-pixel comparisons. We have seen from the test performed
that our technique produces reasonable good results during the image search
operation. As future work, new metrics for comparing edge profiles can be
considered and also second-order edge detection operators can be considered,
for better search results.
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