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CONSTANTIN ORĂŞAN(1)

Abstract. Many methods in computational linguistics rely on shallow
processing to achieve their goals. The advantage of these methods in
comparison to deep processing is that they do not require the building of
elaborate representations of the text to be processed or to perform reasoning
on this data, and as a result they can be more easily implemented. This
paper shows how shallow methods for automatic summarisation can improve
their performance by adding different types of linguistic information.

1. Introduction

In language processing it is generally accepted that two approaches can be
employed. On the one hand there are deep linguistic approaches which build an
elaborate representation of the problem they resolve in order to “understand” the
texts they process and make inferences. On the other hand there are shallow
linguistic approaches where different types of information are extracted from the
text and then combined in order to solve the problem tackled, but no attempt is
made to understand the text they process. Deep linguistic approaches have been
widely used to implement different grammatical formalism, but they were also
used with various degrees of success in real-world applications such as information
extraction and automatic summarisation. The drawback of these methods is that
they lack robustness and coverage due to the fact that quite often they rely on
hand coded resources. In contrast, shallow approaches are robust at the expense
of performance, which usually is lower than that of deep processing. Due to the
fact that they require less effort to implement they have been widely used for all
kind of purposes. In this paper, we show that it is possible to overcome some
of the limitations of shallow processing methods and improve their performance
by combining different linguistic information. In order to prove this, automatic
summarisation is taken as a case study. The paper is structured as follows: Section
2 briefly presents existing methods in automatic summarisation classifying them in
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shallow and deep methods. Section 3 presents and evaluates different automatic
summarisation methods showing how the results improve with the addition of
linguistic information. Section 4 discusses the results and concludes the paper.

2. Deep vs. shallow processing in automatic summarisation

The field of automatic summarisation develops automatic methods which try to
replace the human summarisers by producing summaries using automatic means.
Unfortunately, with the current technology it is difficult to produce automatic
summaries which are of similar quality with summaries produced by professional
summarisers. Instead, it can produce indicative summaries which can indicate the
content of a document and can help readers decide whether the content is relevant
to their interests.

In general, in automatic summarisation two main approaches are employed:
automatic extraction methods and automatic abstraction methods [10]. The former
produce extracts which are sets of units (i.e. sentences, paragraphs or clauses)
extracted with no or little modifications from the source text(s), and normally
employ shallow linguistic processing. The later produce abstracts which present
the most important information in the text to be summarised, but contain units
not present in the source. Quite often, in order to produce abstracts deep linguistic
processing is required. The remaining of this section presents a brief overview of
the methods employed in automatic summarisation with emphasis on whether they
rely on deep or shallow processing.

The way most of the shallow automatic summarisation methods work is to
determine a score for each sentence and on the basis of this score, extract
the sentences with the highest scores until the desired length of summary is
reached. The first such summarisation method relied on the distribution of words
to determine sentences which contain important information for a text Luhn
[14]. Even though the method was proposed almost 45 years ago, its promising
results encouraged other researchers to apply similar approaches, in many cases in
combination with other methods [7, 13, 25, 24, 9]

Edmundson [7] noticed that the presence of certain words can indicate that
a sentence is important or that it can be discarded during the summarisation
process. Given the beneficial influence of this method on the quality of extracts it
was extended to phrases [20] , and now is widely used in combination with other
methods [13, 24, 11]. In a similar manner named entities were used as an indicator
of a sentence’s importance [13, 22].

Shallow processing was also used to determine the discourse structure of texts
and produce summaries. Cue words and phrases were used in [18, 16, 5] to derive
the rhetorical structure of a text [15] and employ it in the summarisation process.
Links between entities in a text were also used to produce summaries. Boguraev
and Kennedy [4] and Azzam et. al. [1] employed anaphoric and coreferential links,
whilst Barzilay and Elhadad [2] focused on lexical repetition.
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A general characteristic of the methods presented above is that they do not
try to “understand” the text. In contrast, methods which rely on deep linguistic
processing try to imitate the way humans produce summaries by understanding a
text first and then generate an abstract on the basis of information understood.
Because, in order to function, these systems require large quantities of information
about the domain, these methods are also called knowledge rich methods. The
downside of this approach is the fact that the systems are domain dependent,
which means they cannot easily be ported to different domains or to be used in
domain independent contexts.

The best known system based on deep linguistic processing to produce
summaries is FRUMP [6]. The approach taken by this system relies on
sketchy scripts to encode information about the events it can “understand”, the
participants in these events, and the way in which the participants interact with
each other and with the environment. The participants were identified using
surface clues, and their actions traced using a simple inference engine. Rumelhart
[21] developed a system to understand and summarise simple stories, using a
grammar which generated semantic interpretations of the story on the basis of
hand-coded rules. The SUSY system [8] is of particular interest because it tries
to implement the theory proposed by Kintsch [12] to understand and summarise a
text, and therefore attempts to replicate the way humans summarise texts. This
system relies on linguistic knowledge to understand the meaning and structure of
a text, and on world knowledge to reason and infer new information.

3. Linguistic information for shallow automatic summarisation

The previous section has presented several methods used in automatic
summarisation. In this section some of these methods are implemented and
evaluated, showing that in many cases addition of linguistic information has a
beneficial effect on the informativeness of summaries. This section starts with
a description of the corpus used in the experiments and the evaluation method
employed. Sections 3.2 - 3.6 present the summarisation methods investigated
here, followed by their evaluation in Section 3.7.

3.1. Corpus and evaluation method. For the experiments described in this
paper, a corpus of journal articles published in the Journal of Artificial Intelligence
Research (JAIR) was used. This corpus contains 65 articles with over 600,000
words. In order to assemble this corpus, the electronic versions of these articles
were downloaded and converted to plain text. For the purpose of automatic
summarisation the corpus was automatically annotated with sentence boundaries,
token boundaries and part-of-speech information using the FDG tagger [23].
To evaluate the performance of automatic summarisation methods the author
produced abstract was identified and extracted from the article.
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The evaluation measure used in this paper calculates the similarity between an
automatic extract and the author produced abstract using the cosine measure, a
very popular measure for determining the similarity between two vectors. The
formula to calculate this is:

(1) cos( ~Sa, ~Sh) =
∑n

i=1 Sa(i)Sh(i)√∑n
i=1 Sa(i)

√∑n
i=1 Sh(i)

where Sa and Sh are the vectors built from the automatic and human summaries
respectively, n is the number of distinct words in Sa ∪Sh, and Sa(i) and Sh(i) are
the frequencies of word i in Sa and Sh respectively. In order to make the similarity
value more accurate, a stoplist is applied before building the vectors.

3.2. Upper limit and baseline. Using the evaluation method presented in the
previous section, it is possible to identify in every text a set of sentences which has
the maximum similarity score with the source’s human abstract. This maximum
figure represents the upper limit any extraction method could reach, and indicates
that the only way to further increase similarity is to produce an abstract. In
this paper, we employ the method proposed in [19] to identify the upper limit of
extraction methods using both the greedy algorithm and the genetic algorithm
proposed in that paper, depending on which compression rate is used. The results
of the upper limit are presented in Table 1.

A baseline is usually a very simple method which does not really employ much
knowledge to produce a summary, and which is normally used for comparison. In
this research, it was decided to consider as baseline a method which extracts the
first and last sentences from paragraphs, starting with the first paragraph in the
text, until the desired length is achieved. The justification for this baseline can be
found in research by Baxendale [3] who noticed that the first and last sentences
from paragraphs are more important than others in scientific documents. The
results of this baseline are presented in Section 3.7.

3.3. Term-based summarisation. Term-based summarisation assumes that the
importance of a sentence can be determined on the basis of the words it contains.
The most common way of achieving this is to weight all the words in a text,
and calculate the score of a sentence by adding together the weights of the words
within it. In this way, a summary can be produced by extracting the sentences
with the highest scores until the desired length is reached. In this section two
token weighting methods are used in the summarisation process: term frequency
and TF*IDF. Each of them is presented next.

3.3.1. Term frequency. It was noticed that when a person writes a text, he or she
normally repeats concepts as they progress through the text, and those concepts
which are repeated most are the ones which are linked to the main topics of the
text [14]. Using this observation, it is possible to assign to each token a score equal
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to its frequency in order to indicate the topicality of the concept represented by
it.

(2) Score(t) = TFt = the frequency of token t in the text

The main drawback of term frequency is that it wrongly assigns high scores to
frequent tokens such as prepositions and articles. For this reason, a stoplist is used
to filter out these words.

3.3.2. TF*IDF. The elimination of stopwords does not ensure that only important
tokens receive a high score. In order to address this problem, document frequency
can be used. The assumption of this measure is that the importance of a token
is inversely proportional to the number of documents in which it appears. The
inverse document frequency (IDF) on its own is a relatively weak indicator of the
token’s importance, and for this reason very often it is used in conjunction with
the term frequency. The formula used to calculate TF*IDF is:

(3) TF ∗ IDF (t) = TFt ∗ log
N

nt

where N is the number of documents in the collection, nt is the number of
documents in the collection which contain the token t and TFt is the term
frequency as calculated in the previous section.

3.4. Anaphora resolution for automatic summarisation. The term-based
summariser presented in the previous section relies on word frequencies to calculate
the score of a sentence, but because some of these words are referred to by pronouns
the frequency of the concepts they represent are not correctly calculated. In
this section, a robust anaphora resolver is used to assign semantic information to
pronouns and in this way obtain more reliable frequency counts of concepts, which
in turn improves the results of the term-based summariser. After experimenting
with several anaphora resolvers, MARS [17], a robust anaphora resolution method
which relies on a set of boosting and impeding indicators to select the antecedent
of a pronoun, was selected. In order to evaluate the performance of MARS a third
of the corpus was annotated with anaphoric links. The results of the evaluation
indicate a success rate of around 51%.

3.5. Indicating phrases. First introduced by Paice [20], indicating phrases are
groups of words which can be used to determine the importance of a sentence that
contains them. For scientific domain typical examples of indicating phrases are
phrases such as in this paper we present, we conclude that. In order to acquire a
list of indicating phrases relevant to the scientific domain, a corpus of scientific
abstracts was used to extract a list of 4-grams which was then manually edited.
Sentence were scored according to how many indicating phrases they contained.
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Compression rate 2% 3% 5% 6% 10%

Baseline 0.260 0.327 0.419 0.440 0.479

Term-based summariser using TF 0.415 0.443 0.461 0.468 0.484

Term-based summariser using TF*IDF 0.396 0.427 0.467 0.472 0.496

Summariser which uses indicating phrases 0.428 0.452 0.492 0.500 0.527

Term-based summariser using TF and MARS 0.455 0.480 0.494 0.500 0.513

Term-based summariser using TF*IDF and MARS 0.428 0.463 0.499 0.503 0.520

Combination 0.480 0.496 0.532 0.535 0.541

Upper limit of extraction methods 0.725 0.743 0.753 0.748 0.788

Table 1. The informativeness of summaries produced using
different methods

3.6. Combination of modules. The term-based summariser and the
summariser based on indicating phrases are rarely used independently. For
this reason, a summariser which combines information from the two modules
was implemented. In this summariser the scores assigned by the term-based
summarisation module and the module based on indicating phrases are normalised
to a value between 0 and 1, and are combined using a linear function. After
experiments, it was decided to give each module a weight of 1.

3.7. Evaluation results. In order to evaluate the influence of different linguistic
information on the informativeness of summaries produced 2%, 3%, 5%, 6% and
10% summaries have been produced for each text. Table 1 presents the results of
the evaluation.

As expected, all the methods investigated in this paper perform better than
the baseline. Term-based summarisers produce significantly better results than
the baseline for all compression rates but 10% summaries where the differences
are not statistically significant. Comparison between the results of the two term-
based summarisers reveal that the performance of the two methods depend on the
compression rate. For high compression rates (i.e. 2% and 3%) it is necessary
to weight words using TF, whereas for lower compression rates TF*IDF should
be used. The same phenomenon happens when the term-based summariser is
enhanced with information from the anaphora resolver. The summariser based
on indicating phrases performs significantly worse than the enhanced term-based
summariser at high compression rates, but at lower compression rates (i.e. 5%,
6% and 10%) the differences are not statistically significant, or it performs better
than the enhanced summariser. The combination of modules leads to much better
results than running each module individually.

4. Discussion and conclusions

In this paper we investigated the influence of shallow linguistic information
on the quality of automatic summarisation. To achieve this several automatic
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summarisation methods were developed and evaluated. First a method to
determine the upper limit of extraction methods was run to show that by using
shallow linguistic methods, which produce extracts and not abstracts, there is
a limit on how similar the automatic summaries can be in comparison to human
abstracts. All the methods evaluated in the paper performed well below this upper
limit.

The paper has also shown that by combining shallow linguistic information it is
possible to improve the informativeness of automatic summaries. A baseline which
relies on non-linguistic positional information was outperformed by all the methods
which benefit from linguistic information. Simple lexical information about the
frequency of tokens was enough to produce better results than the baseline. When
more accurate words frequency are calculated using semantic information provided
by an anaphora resolver the results improve significantly. Very similar summaries
from the point of view of informativeness are produced using indicating phrases
which can be considered both lexical information and pseudo-discourse markers.
A summariser which combines all this information produces better summaries
indicating that combination of shallow linguistic information can lead to better
results.
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