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A STUDY ON DISTANCE METRICS FOR PARTITIONING
BASED ASPECT MINING

GRIGORETA SOFIA MOLDOVAN AND GABRIELA ŞERBAN

Abstract. The aim of this paper is to make a study on the influence of
distance metrics for partitioning based aspect mining. For this purpose, we
comparatively present, from the aspect mining point of view, the results of
three algorithms in Aspect Mining, kAM ([3]), HAM ([6]) and GAAM ([5]),
for different distance metrics. The evaluation is based on a set of quality
measure that we have previously defined in [1] and [2], and a case study is
also reported. We introduce three different criteria on which our study is
based.
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1. Introduction

1.1. Aspect Mining. Separation of concerns ([13]) is a very important principle
of software engineering that, in its most general form, refers to the ability to
identify, encapsulate and manipulate those parts of software that are relevant to
a particular concept, goal, or purpose. Some of the benefits of a good separation
of concerns are reduced software complexity, improved comprehensibility, limited
impact of change, easy evolution and reuse.

Aspect Oriented Programming (AOP) ([10]) provides means to encapsulate con-
cerns which cannot be modularized using traditional programming techniques.
These concerns are called crosscutting concerns. Logging and exception handling
are well known examples of crosscutting concerns. Aspect oriented paradigm of-
fers a powerful technology for supporting the separation of crosscutting concerns.
Such a concern is explicitly specified as an aspect. Aspects encapsulate the im-
plementation of a crosscutting concern. A special tool, called weaver, integrates a
number of aspects to obtain the final software system.

In order to apply AOP principles to legacy software systems, it is necessary
to analyze the existing implementation to discover the crosscutting concerns and
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refactor them into aspects. The research on aspect mining refers to the identifi-
cation and analysis of non-localized crosscutting concerns throughout an existing
legacy software system ([9]). The goal of aspect mining is to support aspect-
oriented refactoring to improve software comprehensibility, reusability and main-
tainability.

1.2. Related Work. In [4] a vector space model based clustering approach in
aspect mining is proposed. This approach is improved in [3], by defining a new
k-means based clustering algorithm in aspect mining (kAM ).

In [1], a part of a formal model for clustering in aspect mining is introduced
and a set of quality measures for evaluating the results of clustering based aspect
mining techniques is presented. This model is extended in [2].

A Hierarchical clustering algorithm in Aspect Mining (HAM ) is introduced in
[6]. In [5], the problem of identifying crosscutting concerns is defined as a search
problem in a graph and GAAM algorithm (Graph Algorithm in Aspect Mining) is
introduced for this purpose.

Each of kAM, HAM and GAAM algorithms make use of distance metrics be-
tween multi-dimensional vectors in order to determine the distance (dissimilarity)
between the methods from a software system to be mined.

In this paper we study the influence of distance metrics on the results obtained
by the above mentioned algorithms. We intend to identify the most suitable dis-
tance metric between methods. The comparison of the results is from the aspect
mining point of view and is made based on some quality measures that were pre-
viously introduced in [1] and [2].

The paper is structured as follows. A theoretical model for the problem of
crosscutting concerns identification is given in Section 2. Section 3 presents a vec-
tor space model based partitioning approach in aspect mining. The comparative
results for different distance metrics, based on some quality measures, is presented
in Section 4. Some conclusions and further work are given in Section 5.

2. Background

In [5] the problem of identifying crosscutting concerns is defined as a problem
of identifying a partition of a software system.

Let S = {s1, s2, . . . , sn} be a software system, where si, 1 ≤ i ≤ n, is an element
from the system. An element can be a statement, a method, a class, a module,
etc. We denote by n (|S|) the number of elements of the system.

In the following, we will consider a crosscutting concern as a set of elements
C ⊂ S, C = {c1, c2, ..., ccn}, elements that implement this concern. Let CCC =
{C1, C2, ..., Cq} be the set of all crosscutting concerns that exist in the system
S. The number of crosscutting concerns in the system S is q = |CCC|. Let
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NCCC = S − (
q⋃

i=1

Ci) be the set of elements from the system S, elements that

are not used to implement any crosscutting concerns.

Definition 1. ([2]) Partition of a system S.
The set K = {K1, K2, ..., Kp} is called a partition of the system S iff 1 ≤ p ≤ n,

Ki ⊆ S, Ki 6= ∅, ∀ i, 1 ≤ i ≤ p, S =
p⋃

i=1

Ki and Ki ∩Kj = ∅, ∀ i, j, 1 ≤ i, j ≤ p, i 6=
j.

In the following we will refer to Ki as the i-th cluster of K.
In fact, the problem of aspect mining can be viewed as the problem of finding

a partition K of the system S such that CCC ⊂ K. Definition 2 introduces the
notion of partitioning aspect mining technique, that is used in this paper.

Definition 2. ([5]) Partitioning aspect mining technique.
Let T be an aspect mining technique and S a software system to be mined. We
say that T is a partitioning aspect mining technique if the result obtained by
T is a partition (Definition 1) K of S.

We mention that kAM, HAM and GAAM algorithms determine partitions of a
software system, but using different approaches, and are used in the partitioning
aspect mining techniques introduced in [3], [6] and [5], The first two algorithms use
clustering ([11]) approaches and the last algorithm uses a graph based approach.

3. Vector Space Model based Partitioning in Aspect Mining

Let us consider a software system S to be mined.
In approaches [3], [5] and [6], the software system S is composed of a set of

methods m1,m2, . . . , mn, so the objects to be grouped (partitioned) are the meth-
ods from S . The methods belong to the application classes or are called from the
application classes.

Based on the vector space model, each method is considered as an l -dimensional
vector: mi = (mi1, . . . ,mil).

Crosscutting concerns in non AO systems have two symptoms: code scattering
and code tangling. Code scattering means that the code that implements a cross-
cutting concern is spread across the system, and code tangling means that the
code that implements some concern is mixed with code from other (crosscutting)
concerns.

We have considered a vector-space model that illustrate only the scattered code
symptom. Future development will also consider the code tangling symptom.

The vector associated with a method m is {FIV, B1 B2, ...Bl−1}, where FIV
is the fan-in value ([12]) of m and Bi (1 ≤ i ≤ l−1) is 1, if the method m is called
from a method belonging to the application class ACi, and 0, otherwise.
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As in a vector space model based clustering ([11]), we consider the distance
between two methods mi and mj as a measure of dissimilarity between them.

In our approach we will consider three possible distance metrics between meth-
ods:

• Euclidian Distance. The distance between mi and mj is expressed as:

(1) dE(mi,mj) =

√√√√
l∑

k=1

(mik −mjk)2

• Hamming Distance. The distance between mi and mj is expressed as:

(2) dH(mi,mj) = |{k|1 ≤ k ≤ l, mik 6= mjk}|
• Manhattan Distance. The distance between mi and mj is expressed as:

(3) dM (mi, mj) =
l∑

k=1

|mik −mjk|

4. Experimental Evaluation

In order to evaluate the results of kAM, HAM and GAAM algorithms for
different distance metrics, from the aspect mining point of view, we use four quality
measure defined in [1] (DISP, DIV, PREC and PAM ) and two quality measures
defined in [2] (ACTE and PANE ). We mention that the last two measures are
considered for the case in which the software system consists of a set of methods.

These measures are applied on a case study and the comparative results are
reported in Subsection 4.1.

We make the comparison of the obtained results based on three criteria:

(1) Partitioning criterion. The degree to which each crosscutting concern
is well placed in the partition. For this criterion we use measures DISP
and DIV ([1]).

(2) Selection criterion. How well the clusters to be analyzed are chosen.
For this criterion we use measures PREC and ACTE ([1, 2]).

(3) Ordering criterion. How relevant is the order in which the clusters are
analyzed. For this criterion we use measures PAM and PANE ([1, 2]).

In order to compare two partitions of a software system S from the above
defined criteria, we introduce Definitions 3, 4 and 5. The definitions are based on
the properties of the quality measures defined in [1] and [2].
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Definition 3. If K1 and K2 are two partitions of the software system S, CCC is
the set of crosscutting concerns in S, then K1 is better than K2 from the parti-
tioning criterion point of view iff the following inequalities hold:

DISP (CCC,K1) ≥ DISP (CCC,K2), DIV (CCC,K1) ≥ DIV (CCC,K2).

Definition 4. If K1 and K2 are two partitions of the software system S, CCC
is the set of crosscutting concerns in S and T is a partitioning aspect mining
technique, then K1 is better than K2 from the selection criterion point of view
iff the following inequalities hold:

PREC(CCC,K1, T ) ≥ PREC(CCC,K2, T ),

ACTE(CCC,K1, T ) ≥ ACTE(CCC,K2, T ).

Definition 5. If K1 and K2 are two partitions of the software system S, CCC
is the set of crosscutting concerns in S and T is a partitioning aspect mining
technique, then K1 is better than K2 from the ordering criterion point of view
iff the following inequalities hold:

PAM(CCC,K1) ≤ PAM(CCC,K2), PANE(CCC,K1) ≤ PANE(CCC,K2).

Remark 1. If at least one of the inequalities from Definitions 3, 4 and 5 is not
satisfied, we cannot decide which of the partitions K1 or K2 is better related to its
corresponding criterion.

4.1. Results. In order to evaluate the results of the algorithms presented in [3], [6]
and [5] we have considered as case study Carla Laffra’s implementation of Dijkstra
algorithm ([8]).

This case study is a Java applet that implements Dijkstra algorithm in order
to determine the shortest path in a graph. It was developed by Carla Laffra and
consists of 6 classes and 153 methods.

In this subsection we comparatively present the results obtained after applying
the selected algorithms, for the vector space model and distance metrics defined
in Section 3, with respect to the quality measures, for the case study presented
above.

We mention that in the analysis step ([3], [5], [6]) for identifying the crosscutting
concerns from a software system only a part of the obtained clusters are analyzed,
i.e., the clusters whose distance from 0l point is greater than a given threshold, α.
Because α depends on the distance metric used for partitioning, in Table 1 we give
the values for this threshold and in Table 2 we present the comparative results.

The reasons for choosing the values from Table 1 for the threshold α, from the
aspect mining point of view, are as follows:

• For the Euclidian distance metric we analyze only the methods that are
called from at least two different contexts.
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Distance metric α
dE 2
dH 3
dM 3

Table 1. The values of the threshold α for the distance metrics.

• For the Manhattan distance metric the inequality (4) holds:

(4) dM (m, 0l) ≥ 3
2
ḋE(m, 0l), ∀m ∈ S

• For the Hamming distance metric we analyze only the methods that are
called from at least two different classes.

Algorithm Distance metric DISP DIV PAM PREC ACTE PANE
kAM dE 0.75 0.8854 0.1486 1 0.6667 0.2009
kAM dH 0.75 0.8910 0.3316 0.25 0.25 0.6846
kAM dM 0.75 0.8854 0.1633 1 0.66 0.2058
HAM dE 0.75 0.8981 0.4199 0.5 0.5 0.4493
HAM dH 0.75 0.8988 0.3545 0.25 0.25 0.6944
HAM dM 0.75 0.8981 0.4183 0.5 0.5 0.4673

GAAM dE 0.75 0.8333 0.4133 0.5 0.5 0.4493
GAAM dH 0.75 0.8583 0.6111 0.25 0.25 0.6601
GAAM dM 0.75 0.8333 0.4117 0.5 0.5 0.4477

Table 2. The values of the quality measures for LaffraGraph case study.

From Table 2, based on Definitions 3, 4 and 5 we observe the following:
• For kAM algorithm we conclude that:

– Partitioning criterion. Better results are obtained for Hamming
distance, followed by Euclidian distance and Manhattan distance
(the last two metrics provide the same results).

– Selection criterion. Better results are obtained for Euclidian dis-
tance and Manhattan distance, followed by Hamming distance (the
first two metrics provide the same results).

– Ordering criterion. Better results are obtained for Euclidian dis-
tance, followed by Manhattan distance, and then by Hamming dis-
tance.

• For HAM algorithm we conclude that:
– Partitioning criterion. Better results are obtained for Hamming

distance, followed by Euclidian distance and Manhattan distance
(the last two metrics provide the same results).
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– Selection criterion. Better results are obtained for Euclidian dis-
tance and Manhattan distance, followed by Hamming distance (the
first two metrics provide the same results).

– Ordering criterion. We cannot decide which of the distance met-
rics provide better results, because not all the inequalities from
Definition 5 are simultaneously satisfied. This lack of decidability,
in our opinion, may be determined by the vector space model and
the method chosen for ordering the clusters.

• For GAAM algorithm we conclude that:
– Partitioning criterion. Better results are obtained for Hamming

distance, followed by Euclidian distance and Manhattan distance
(the last two metrics provide the same results).

– Selection criterion. Better results are obtained for Euclidian dis-
tance and Manhattan distance, followed by Hamming distance (the
first two metrics provide the same results).

– Ordering criterion. Better results are obtained for Manhattan
distance, followed by Euclidian distance, and then by Hamming
distance.

We observe that, for the partitioning and selection criteria, the classification of
distance metrics is the same for all algorithms. But, for the ordering criterion a
general classification cannot be decided.

In order to solve the lack of decidability for the ordering criterion, we intend:
• To improve the vector space model by taking into account the code tan-

gling symptom.
• To find a better order for the clusters analysis.

5. Conclusions and Future Work

In this paper we have comparatively present the results obtained by three al-
gorithms in aspect mining (kAM ([3]), HAM ([6]) and GAAM ([5])) for different
distance metrics.

In order to evaluate the obtained results from the aspect mining point of view,
we have used a set of quality measures defined in [1] and [2].

We have also given definitions in order to compare two partitions from the
aspect mining point of view, based on three different criteria. Based on these
definitions, we have comparatively analyzed the influence of distance metrics on
the results obtained by the selected partitioning aspect mining techniques.

Further work can be done in the following directions:
• To improve the vector space model by also considering the code tangling

symptom.
• To identify the most suitable values for the threshold α and the proper

order for analyzing the clusters in a partition.
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• To identify new distance metrics suitable in aspect mining, considering
weighted attributes, too.
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