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RELATIONAL ASSOCIATION RULES AND
ERROR DETECTION

ALINA CÂMPAN, GABRIELA ŞERBAN, AND ANDRIAN MARCUS

Abstract. In this paper we introduce a new kind of association rules, rela-

tional association rules, which are an extension of ordinal association rules

([1]). The relational association rules can express various kinds of relation-

ships between record attributes, not only partial ordering relations. We use

the discovery of relational association rules for detecting errors in data sets.

We report a case study for a real data set which validates this data cleaning

approach and shows the utility of relational rules.
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1. Introduction

Association rule mining techniques are used to search attribute-value pairs that
occur frequently together in a data set ([4], [5]).

Ordinal association rules ([1]) are a particular type of association rules. Given a
set of records described by a set of attributes, the ordinal association rules specify
ordinal relationships between record attributes that hold for a certain percentage
of the records. However, in real world data sets, attributes with different domains
and relationships between them, other than ordinal, exist. In such situations,
ordinal association rules are not powerful enough to describe data regularities.
Consequently, we define relational association rules in order to be able to capture
various kinds of relationships between record attributes.

Discovering the ordinal rules that hold in a data set was already used for iden-
tifying possible errors in that data set ([1]). We apply relational association rules
discovery to the same purpose. We provide an example that illustrates the utility
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of discovering relational rules in data. By using ordinal rules discovery not all
types of errors that have been discovered using relational rules can be detected.

2. Relational Association Rules

We extend the definition of ordinal association rules ([1]) towards relational
association rules.

Let R = {r1, r2, . . . , rn} be a set of entities (records in the relational model),
where each record is a set of m attributes, (a1, . . . , am). We denote by Φ(rj , ai)
the value of attribute ai for the entity rj . Each attribute ai takes values from a
domain Di, which contains ε (empty value, null). Between two domains Di and
Dj can be defined relations, such as: less or equal (≤), equal (=), greater or equal
(≥), etc. We denote by M the set of all relations defined.

Definition 1. A relational association rule is an expression (ai1 , ai2 , ai3 , . . . , ai`
) ⇒

(ai1 µ1 ai2 µ2 ai3 . . . µ`−1 ai`
), where {ai1 , ai2 , ai3 , . . . , ai`

} ⊆ A = {a1, . . . , am},
aij 6= aik

, j, k = 1..`, j 6= k and µi ∈ M is a relation over Dij ×Dij+1 , Dij is the
domain of the attribute aij . If:

a) ai1 , ai2 , ai3 , . . . , ai`
occur together (are non-empty) in s% of the n records,

then we call s the support of the rule,
and

b) we denote by R′ ⊆ R the set of records where ai1 , ai2 , ai3 , . . . , ai`
occur

together and Φ(rj , ai1) µ1 Φ(rj , ai2) µ2 Φ(rj , ai3) . . . µ`−1 Φ(rj , ai`
) is

true for each record rj din R′; then we call c = |R′|/|R| the confidence
of the rule.

We call the length of a relational association rule the number of attributes in
the rule. The length of a relational association rule can be at most equal to the
number of the attributes describing the data.

The users usually need to uncover interesting relational association rules that
hold in a data set; they are interested in relational rules which hold between a min-
imum number of records, that is rules with support at least smin, and confidence
at least cmin (smin and cmin are user-provided thresholds).

Definition 2. We call a relational association rule in R interesting if its support
s is greater than or equal to a user-specified minimum support, smin, and its
confidence c is greater than or equal to a user-specified minimum confidence, cmin.

We developed in [2] an algorithm, called DOAR (Discovery of Ordinal Associ-
ation Rules), that efficiently finds all interesting ordinal association rules, of any
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length, that hold over a data set. This algorithm can be used for finding interesting
relational association rules, as well.

3. Data Cleaning

Real-world data tend to be incomplete, noisy and inconsistent. Data cleaning
refers to detect and correct or remove corrupt or inaccurate records (inconsis-
tencies) from a record set, to fill in missing values or to smooth out noise while
identifying outliers ([4]).

We aim to detect and report (not correct) record values that represent poten-
tial error in the analyzed data. We proceed in the same manner as for ordinal
association rules discovery ([1]):

• We detect all the interesting binary relational rules (rules between two
attributes), with respect to the user-provided support and confidence
thresholds). Even if the DOAR algorithm can be used to discover all the
relational rules, of any length, in a data set, we used it to discover only
the binary rules. Binary rules are sufficient in order to detect errors in
data sets.

• We detect and mark each record value that brokes any of the discovered
binary relational rules.

• We report as potential errors those record values marked as possible
errors more times than the average.

4. Case Study

For conducting our case study, we used a programming interface, presented
in [3] and designed for the discovery of interesting relational association rules.
This interface implements the DOAR algorithm. Based upon this interface, we
developed an error detection application, following the steps described in section
3.

The data set we used in our case study consists in records containing information
about students in a university department. There are 2012 records in the data
set. Each record is described by the following attributes: StudentID - number,
FirstName - text, LastName - text, CNP (Numerical Personal Code) - 13 digits
number, BirthDate - date, RegistrationDate - date.

Between these attributes the following semantic relationships must hold: the
CNP value must contain the BirthDate value and the BirthDate value must be
earlier than the RegistrationDate value for every student record. We want to
discover what are the erroneous records in the data set and which attribute value
is most likely to be inconsistent with the rest of the record.
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There are such data sets for which the semantic of some of the relationships
between attributes describing the data are known. Exceptions from these known
rules can be easily detected, but is more difficult, when other external information
are not available, to establish which of the conflictual data are real errors. When
other unknown regularities also exist in the data set, relational rule discovery, used
as described in this paper, can help to estimate where an error resides.

We executed the DOAR algorithm with minimum support threshold of 0.95 and
minimum confidence threshold of 0.93. The algorithm discovered that two binary
interesting relational rules hold in the data set, as we expected:

CNP ‘‘=’’ BirthDate (support=0.970, confidence=0.937)

BirthDate ≤ RegistrationDate (support=0.970, confidence=0.967)

The difference between the support and confidence values of these two rules
indicate that there are small irregularities in data, which represent potential errors.
The average rules broken by the record values, as reported by our application, is
1.014. So, every record value that brokes both rules is reported as a potential
error.

As the two binary rules discovered in data have only one common attribute,
only this attribute values are reported as possible errors. Usually, when there are
more relational rules having more common attributes, it is possible that errors to
be detected at record values of different attributes.

We report below the potential errors found by our application.

s34 (1790521311822, May 24 1979, Jan 01 1978) : 2 errors at BirthDate

Cnp(1790521311822) ‘‘=’’ BirthDate(May 24 1979);

BirthDate(May 24 1979) ≤ RegistrationDate(Jan 01 1978);

s34 (1790521311822, May 24 1979, Jan 01 1978) : 2 errors at BirthDate

Cnp(1790521311822) ‘‘=’’ BirthDate(May 24 1979);

BirthDate(May 24 1979) ≤ RegistrationDate(Jan 01 1978);

s2572 (1771103062952, Nov 03 1997, Jan 01 1996) : 2 errors at BirthDate

Cnp(1771103062952) ‘‘=’’ BirthDate(Nov 03 1997);

BirthDate(Nov 03 1997) ≤ RegistrationDate(Jan 01 1996);

s2572 (1771103062952, Nov 03 1997, Jan 01 1996) : 2 errors at BirthDate

Cnp(1771103062952) ‘‘=’’ BirthDate(Nov 03 1997);

BirthDate(Nov 03 1997) ≤ RegistrationDate(Jan 01 1996);
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5. Conclusions and Further Work

The concept of relational association rules, introduced in this paper, is a gen-
eralization of ordinal association rules. Relational rules discovery has a larger
applicability, in different application domains where ordinal rules are not powerful
enough to express all existing relationships between data attributes.

Further work can be done in the following directions:

• Defining relational association rules that contain repeating attributes;
developing a technique similar to DOAR for the discovery of such inter-
esting rules.

• Applying discovery of relational association rules in other application
domains, such as medical diagnosis.

• Using relational association rules of arbitrary length together with other
data mining techniques such as classification or regression to increase
the accuracy of the predictive models ([6]). Binary association rules are
currently used in building predictive models in e-banking services ([7]).
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