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CORRECTNESS: A VERY IMPORTANT QUALITY FACTOR IN
PROGRAMMING

MILITON FRENŢIU

Abstract. Correctness is one of the most important property of a program.
Nevertherless, the students are usually not taught to prove the correctness of
their programs, and when it is done, they dislike this activity. The importance
of program correctness, and the necessity to teach it from the first course in
programming, are underlined. Also, some consequences on the education
activity are considered.
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1. Introduction

Todays software systems have become essential parts of our everyday life. Com-
puters are used in all fields of human activities. More and more programs are
needed, and their complexity increases continuously. Software critical systems
[But94] require error-free programming. To obtain programs without errors we
need a new way of writing programs, new people, much better educated, able to
do this.

There is a contradiction between the desire to obtain a system as quickly as
possible, and to build a correct system. The experience shows that more than
75% of finished software products have errors during maintenance, and deadlines
are missed and cost overruns is a rule not an exception [Gib94]. It was estimated
[You90] that more than 50% of the development effort was spent on testing and
debugging. Nevertheless, some errors are not detected by testing, and some of
them are never detected. More, there are projects that have never been finished
[Eff94]. And it is not an exception; it is estimated that from each six large projects
two of them are never finished [Gib94, Rob98, or 31.1% according to Sta95]. Also,
some other examples and problems may be found in [Gib94].

Due to unreliable software, many people died, and serious economical damages
have been produced. There are many well known examples. Some of them are
mentioned below, and more (107) can be found in [Der05].
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During the Gulf war, on February 25-th 1991, a Patriot missile failed to intercept
an incoming Iraqi Scud missile, due to accumulating errors with real numbers
computations [Arn96, Der05]. Due to this error 28 American soldiers died.

On June 4, 1996, the first flight of the Ariane 5 rocket ended in failure. Approxi-
mately 40 seconds after initiation of the flight sequence, Ariane 5 exploded [Jez97].
The European Space Agency and French National Center for Space Studies, es-
tablished an inquiry board to determine the cause of the accident. This accident
happened due to a software reuse error of an integer conversion procedure.

On September 23, 1999 the Mars Climate Orbiter was lost when it entered the
Martian atmosphere in a lower than expected trajectory [Lev01]. The cause of the
accident was in giving data in English units instead of metric units.

According to Andrews [And02], “in the past 20 years, there have been approx-
imately 1100 computer-related accidental deaths.

Let us consider that a program is composed of n procedures, and the probability
of correctness of each procedure is at most p. Then the probability of correctness
of the entire program is at most pn [Dah72]. For p < 1 and n very large this value
is very closed to 0. It means that the only chance to obtain a reliable program is
p = 1, i.e. each procedure must be perfect. This means that we must prove the
correctness of all used procedures, or, as will be shown later, we must obtain a
correct procedure when we conceive it.

Therefore, the most important property of a program is whether it accomplishes
the intentions of its user, i.e. if it is correct.

2. A short overview on program correctness

The concept of program correctness was introduced by Floyd [Flo67]. Also, a
method for proving program correctness was given in the same paper. Before, the
correctness of individual algorithms was proved by Hoare [Hoa67, Hoa68, Hoa71],
Foley and Hoare [Fol71], London [Lon70a, Lon70b], Naur [Nau66].

In a program P we distinguish three types of variabiles, grouped as three vectors
X, Y , and Z. The input vector X = (x1, x2, . . . , xm) consists of the input variables.
They denote the known data of the problem PP solved by the program P . We
may suppose they do not change during computation. The output vector Z =
(z1, z2, . . . , zm) consists of those variables which denote the results of the problem
PP . The program vector Y consists of the auxiliary variables, which denotes
various partially results of the computation.

Two predicates are associated to the program P : an input predicate and an
output predicate. The input predicate ϕ(X) is TRUE for those values a of X for
each the problem may be solved. The output predicate ψ(X, Z) shows the relation
between the results Z and the input values X. It is TRUE for those values a and
b of the vectors X and Z for which the results of the problem are b when the
initial/input data is a. The specification of the program P is the pair formed from
the input predicate ϕ(X) and the output predicate ψ(X, Y ).
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The program P terminates in respect to the input predicate ϕ(X) if for each
value a = (a1, a2, . . . , an) of the vector X for which the predicate ϕ is TRUE,
the execution of P terminates. In this case, the computation done by P is the
sequence of states passed during the execution, and the value b of the vector Z
in the final state is the result of the execution. We may write b = P (a), i.e. P
implements a function.

The program P is partially correct with respect to the specification if for the
value a for which ϕ(a) is TRUE and the execution terminates with the results
b = P (a) then ψ(a, b) is TRUE. The program P is totally correct with respect to
ϕ(X) and ψ(X,Y ) if the program P terminates with respect to ϕ(X) and it is
partially correct with respect to ϕ(X) and ψ(X, Y ).

A method for proving partial correctness of a flowchart program is due to Floyd
[Flo67] and it uses a set of cut-points. This is a set of points on the arcs of the
flowchart such that every loop includes at least one such cut-point. Also, there is
a cut-point on the arc leading from the START box, and there is a cut-point on
the arc leading to the HALT box.

To each cut-point i of the flowchart, a predicate µi(X, Y ) is associated. This
predicate, called an invariant predicate, is invariantly true for the current values
of X and Y in this cut-point, i.e. it characterizes the relation that must exist be-
tween variables at this point. At the START cut-point the corresponding invariant
predicate is ϕ(X), and at the HALT cut-point it is ψ(X, Z).

The set of cut-points defines the paths that must be verified. Let α be a path
leading from the cut-point i to the cut-point j, with no intermediate cut-points
(there can be more such paths). To this path we associate a predicate Rα(X, Y )
which gives the condition for the path α to be traversed, and a function rα(X, Y )
such that if Y are the intermediate values in the cut-point i then, when the path
is traversed, Y ′ = rα(X, Y ) are the values of Y in the cut-point j. A verification
condition is associated to the path α. This condition is:

∀X∀Y (µi(X,Y ) ∧Rα(X, Y ) → µj(X, rα(X, Y )))

Floyd [Flo67] proved that if all the verification conditions are true then the
program is partially correct with respect to ϕ(X) and ψ(X, Z).

Floyd also suggested a method for proving termination using well-founded sets.
A well-founded set M is a partially ordered set, without infinite decreasing se-
quences. For each path α from i to j, a termination condition is formed:

ϕ(X) ∧R?(X,Y ) → (ui(X, Y ) > uj(X, rα(X, Y ))

Here
ui : DX ×DY → M

is a function associated to the cut-point i.
If all termination conditions are proved then the program P terminates over

ϕ(X).
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The ideas of Floyd were developed by Hoare [Hoa69] who introduced an ax-
iomatic method for proving the partial correctness of a program.

Then Dijkstra [Dij75] introduces the important concept of weakest precondition.
His idea, of formally deriving correct programs from specifications, was continued
by Gries [Gri81] who states that is more important to develop correct programs
than to prove latter their correctness: A program and its proof should be developed
hand-in-hand with the former usually leading the way. This idea was developed
further by Dromey [Dro89], and Morgan [Mor90].

3. Consequences of Program correctness theory on teaching
Programming

One way to change the software engineering situation shortly described in the
Introduction, also known as “software crisis, is a better education of the new
generations of programmers. It is the time to teach programming in conformity
with the theory of program correctness. As Naur has underlined in [Nau66], “it is
a deplorable consequence of the lack of influence of mathematical thinking on the
way in which computer programming is being pursued. We think that teaching
programming well is an important part of our tasks as teachers in the universities.

It is not only possible, but necessary, to explicitly teach the methods and prin-
ciples for good programming. Some early papers on program correctness [Nau66,
Lon70a, Lon70b] have proved the correctness of some concrete algorithms. Just
Hoare has made a significant move from a posteriori proof of an existing program
[Hoa67, Hoa68, Fol71] to a program design method [Hoa71].

We need to teach program correctness for many reasons. First one is the impact
this theory has on the future programmers in general. Second, we need very skilled
people for program verification activities. The old testing is needed, but not
sufficient and not efficient. Program inspection [Gil93] is required for CMM level3
[Pau93], and the inspection team must contain people aware of program correctness
theory. More, we need skilled people to use Formal Methods for building all future
safety-critical systems [But94].

Another reason for teaching program correctness comes from the consequences
of program correctness on programming methodology. Why do we need specifi-
cations? What is the importance of program clarity and simplicity in software
engineering? Why we must write all kind of documents?

Some of the most important rules considered important for programming well,
which are consequences of the program correctness theory, are given in [Fre93,
Fre94, Fre97]. We select some of the most important and simple ones below
(specifying the original bibliographical source):

• Define the problem completely (i.e., write the precondition ϕ(X) and
the postcondition ψ(X, Z)) [Gri81, Led75, Sch90].

• Think first, program later [Led75].
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• Write and use modules as much as possible [Led75, Sch90].
• Prove the correctness of algorithms during their design [Gri81].
• Decide which are the needed program variables, and what are their mean-

ings. Write invariants for these variables and insert them as comments
in the program [Gri81, Led75].

• Choose suitable and meaningful names for variables [Led75].
• For each variable of a program, make sure that it is declared, initialised

and properly used [Nau66].
• Verify the value of a variable immediately it was obtained [Nau66].
• Use comments to document the program [Led75].
• Verify each part of a program as soon as possible [Gri81, Sch90, Gil93].
• Use symbolic names for all entities (constants, types, variables, proce-

dures and functions) [Fre94].
• Avoid to use global variables [Sch90].
• Hand-check the program before running it [Led75].
• Write the documentation of the program simultaneously with its building

[Sch90].
• Give attention to the clarity and simplicity of your program [Fre01a]!

Some people [Ste91] are against proving correctness. Others consider it is ex-
pensive, since they think the effort to build a program in such a way is considerable
increased.

Certainly, proving correctness of a real large program is too complicated and,
maybe, inappropriate. But the correctness of the important and difficult proce-
dures used in the system may be proved. And the specifications of these procedures
are not changed from time to time by the client, as some “researchers argue against
proving correctness.

Also, proving correctness has an important impact on program verification. It
is well known that proving correctness and testing complete each other. There are
some aspects (performance, for example) that can be verified only by testing. But
testing is a time consuming activity that must be reduced through other forms
of verifications (inspections [Fag76, Mye78, Gil93], symbolic executions [Kin76]).
And a correct algorithm is not accompanied by debugging. When testing discover
errors we must start the most difficult and unpleasant life-cycle activity, which
is debugging. The minor errors may easily be corrected, meanwhile debugging
logical errors consumes much time and effort, and often are unsuccessful.

Almost all students have learned some programming at school. They think they
know what programming is all about. They express resentment when they a forced
to document their activity, to design the program, or to think to the correctness of
their programs. They run directly to computer and introduce their programs, and
run them. If the first execution seems OK they are satisfied. They are not used
to test seriously their programs. We need to fight with these people, to change
their habit, to educate them in a different way. That is why we have decided to
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stress from the very beginning that “programming is a high intellectual activity
[Hoa91], that the correctness is the most important property of good programs.

According to ISO-9126 the factors of the program quality are functionality,
reliability, usability, efficiency, maintainability, and portability. Is program cor-
rectness present in defining the quality of a program? We put this question since
it is not directly mentioned in the quality factors.

Nevertheless, correctness is clearly present in the above mentioned factors.
Functionality supposes the program is correct, and reliability expects as few er-
rors as possible. And maintainability is increased in many ways if the program
is correct. First, crorrective maintenance is not needed for a correct program.
Second, perfective and adaptive maintenance is easier for a well design program.
And correctness is strongly connected to good design.

The software engineering course “Algorithms and Pascal programming was
given to the first year computer science students. The course concerned was
presented during their first semester in the University. It is the first course on
programming, and the main parts of it are: a Pseudocode language for describ-
ing algorithms, developing correct algorithms from specifications, simple Pascal
programming, the life-cycle of a program, the methods of designing, coding and
verifying simple programs.

There are some years since the notion of correctness and the Floyds method for
proving correctness are taught in this course. Also, it was underlined that it is more
important to construct a correct program than to prove later its incorrectness. But
is for the first time when the accent was given to develop correct algorithms from
specifications, not on proving correctness.

We used for many years a Pseudocode language to describe algorithms. This
language has those three computation structures needed to write structured al-
gorithms: the sequential structure, the alternative and the iterative computation
structure. Each year stepwise refinement [Wir71] was considered a very impor-
tant programming method, but it was presented in an informal way. In 2004, for
the first time, the development of correct algorithms from specifications was used
in a more rigorous way [Mor90]. The refinement rules for assignement, for the
sequential composition, alternation computation structure (if-then-else), and for
iteration were adapted to the used Pseudocode language [Fre04].

We gave many examples of refinement, and the students exercised these rules.
At the final examination we observed an improvement in the correctness of student
algorithms. The results at students exams in 2004 were compared to those of the
students on 2003 [Fre04], and the statistical hypothesis on mean values equality
was verified. It was rejected, since the results were significantly better in 2004.
Therefore, we may conclude that the correctness of the students algorithms at
the examination has improved in the last year. Certainly, their may be more
reasons for this, but the main difference consisted only in the introduction of the
development of algorithms from specifications, using clear defined rules.
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4. Conclusions

We need confidence in the quality of our software products. We need to educate
the future software developers in the spirit of producing correct, reliable systems.
For this we must teach students to develop correct programs. We are aware that
usually programmers do not prove the correctness of their pograms. There always
must be a balance between cost and the importance of reliability of the programs.
But just when the well educated people do not prove the correctness, their products
are more reliable than the products of those “programmers who never studied
program correctness. Therefore, we consider that the students must hear, and
must pay attention to the correctness of their products.

We think that we educate our students for their future profession, that last for
several decades. Also, they must be prepared for changes in software engineering.
They need to acquire now the knowledge needed to build more reliable systems.
Our simple experiment confirmed the improvement in the correctness of students
algorithms compared to the previous year.

Certainly, proving correctness of algorithms is not enough to obtain more re-
liable systems, but it is necessary. For years we ask the students to understand
and to respect some important rules of programming [Fre93, Fre00, Fre03, Led75].
Many of them are simple consequences of the theory of program correctness [Fre97].

Thus, from first year, students are taught about program specification and
design. The entire life-cycle is presented, the importance of documentation for all
steps is underlined. Top-down and the other programming methods are taught,
and the students hear that the design is more important than coding. Each part
of the design must be specified, the code must be explained by comments, the
comments should be neither more nor less than needed. Since we also observed
that students do not like to write comments [Fre02] we tried to explain their
necessity, and to force them to document the code [Fre03].

The fact that program verification is a very important activity which extends
from the first statement of the problem, until the end of the project is repeated
many times. And a special attention was given to the inspection of all documents.
The students must hear from the beginning that testing is not enough, that in-
spection of all phases may be more useful. Thats why we ask the students to have
a notebook at their laboratories, and the entire life-cycle of their programs must
be reflected in this notebook. And they must respect the order of the activities;
the specification and the design must be before coding.

We must fight against the idea that proving correctness is expensive, that prov-
ing needs time the developers think they do not have. We must tell them they
have very much time for debugging!
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