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HEURISTICS AND LEARNING APPROACHES FOR SOLVING
THE TRAVELING SALESMAN PROBLEM

GABRIELA �ERBAN AND CAMELIA-MIHAELA PINTEA

Abstract. In present, all known algorithms for NP-complete problems are
requiring time that is exponential in the problem size. Heuristics are a way
to improve time for determining an exact or approximate solution for NP-
complete problems.

In this article is introduced and solved a problem based on a generaliza-
tion of the Traveling Salesman Problem. We compare two classical algorithm
results for the application: Branch and Bound and Nearest Neighbor and
also two Ant Algorithms: Ant System and Ant Colony System. Being sto-
chastic algorithms, Ant Algorithms have the solutions chosen according to
a probability, which depends on the pheromone level, therefore they can be
also considered as reinforcement learning techniques.

We also propose a reinforcement Q-learning method for solving the Trav-
eling Salesman Problem.

Keywords: Combinatorial Optimization, Traveling Salesman Problem,
Symmetric Graphs, Branch and Bound, Nearest Neighbor, Ant Algorithms,
Heuristics, Agents, Reinforcement Learning.

1. Introduction
One of the most important and promising research �eld in recent years has been

Heuristics from Nature. These heuristics, utilizing analogies with natural or social
systems are using to derive non-deterministic heuristic methods and obtain very
good results in NP-hard combinatorial optimization problems.

A heuristic is a commonsense rule (or set of rules) intended to increase the
probability of solving some problems. It is a general formulation that serves to
guide investigation.

Let us consider the Traveling Salesman Problem. The Traveling Salesman Prob-
lem is one of the most studied discrete optimization problems. TSP has many
variations and a large number of applications.
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Today problems are harder and harder to solve, because of the multitude of
inputs and the time needed to produce best results. That is why, in such cases we
try to �nd an approximation of the best solution, using a heuristic.

A construction heuristic is an algorithm that determines a tour, in the graph
associated to the problem, according to some construction rules, but does not try
any improvements upon this tour. Improvement heuristics are characterized
by a certain type of basic move to alter the current tour. We can combine these
two types of heuristics in the following way: �rst we use a constructive heuristic
to construct a tour. Then we repeatedly use an improvement heuristic to improve
the current tour.

Heuristics in Arti�cial Intelligence are obtained using a certain amount of re-
peated trials, employing one or more agents, neurons, particles, chromosomes,
ants. Two main features have to be balanced: the degree of exploits and the
degree of exploration.

In case of multiple individuals, a cooperation or competition among individuals
take place. These agents improve the solution quality at each iteration of the
process and are able to adapt to new situations. So, these heuristics are adaptive
(to the changes in the environment).

The most used construction heuristic is Nearest Neighbor Heuristic, which has
gained in popularity because of the TS problem. The salesman starts at some
city and then visits the city nearest to the starting city. From there he visits the
nearest city that was not visited so far and so on until all cities will be visited,
and the salesman returns to the starting point. It is probably close to the real
salesman's approach. But is a poor heuristic, however.

Other heuristics often applied are the genetic algorithms, the neural net-
works and the heuristics inspired by social insects: swarm intelligence, ant
algorithms.

In section 2, the subsection Theoretical support, we introduce a problem based
on a generalization of Symmetric Traveling Salesman Problem. We will compare
the optimal results obtained with two algorithms, in the classical approach, Branch
and Bound and Nearest Neighbor and the results are shown in a table.

In the section Ant Algorithms we compare the results of two algorithms Ant
System and Ant Colony System, which are applied for the problem mentioned
above. The later one is more e�cient and faster as we will see from the tables.
There are also comparative graphics, that illustrate better the results.

Learning techniques can be considered as a kind of metaheuristics, that is why
we consider in section 3 a reinforcement learning approach for solving the TSP
problem.

2. A generalization of the Symmetric Traveling Salesman Problem
2.1. Theoretical support. As is shown in [1], these are the de�nitions used for
Generalized Symmetric Travel Salesman Problems.



HEURISTICS AND LEARNING APPROACHES FOR SOLVING THE TSP 29

The Generalized Symmetric Traveling Salesman Problem (GSTSP):

De�nition 2.1 Given a weighted complete digraph KN and a partition V1, V2, . . .,
Vk of vertices, �nd a minimum weight cycle containing exactly one vertex from each
set Vi, i = 1, . . . , k.

De�nition 2.2 The sets Vi, are called clusters and a cycle containing exactly
one vertex from each cluster is called a tour.

A common known de�nition of the Traveling Salesman Problem:

De�nition 2.3 Given N cities, if a salesman starting from his home city his
goal is to visit each city exactly once and then return home, �nd the order of a
tour such that the total distance travelled is minimum.

We introduce the following problem:

Given N cities, if a salesman is starting from his home city and his house and
want to visit each city exactly once, through exactly one house, and then return
home, �nd the order of a tour such that the total distance travelled is minimum.

In this work, we consider that every city has a given number of houses. The
salesman crosses each city once going trough one house from a city. We know the
distances between houses from each city. We want to know the shortest way from
the starting house and city making a tour of all cities, coming back in the same
house and city.

The salesman chooses each time the house that is nearest from an unvisited city
in the Nearest Neighbor method, and in the Branch and Bound method he visits
all the cities and a random houses from each city, if there is a way between them.

The input �les are:
• travel.in including a matrix N x N with 0 and 1, the matrix of distances

ex. : (0,1,1,0,1), (1,0,1,1,1), (1,1,0,1,1), (0,1,1,0,1), (1,1,1,1,0);
• travel.txt speci�es the city numbers and the numbers of houses in each

city ex. (5,1)(1,2)(2,3)(3,1)(4,3)(5,1);
• distance.in speci�es the distances between houses of di�erent cities in a

N × 5 matrix.
File distance.in

1, 1, 2, 1, 5 1, 1, 5, 1, 15 3, 1, 5, 1, 6 1, 1, 2, 2, 17
1, 2, 5, 1, 1 2, 1, 4, 1, 55 1, 1, 2, 3, 55 3, 1, 4, 1, 90
1, 2, 2, 1, 60 3, 1, 4, 2, 6 2, 3, 4, 1, 43 1, 2, 2, 2, 8
3, 1, 4, 3, 58 2, 1, 4, 2, 20 1, 2, 2, 3, 44 2, 1, 5, 1, 2
2, 2, 4, 2, 21 1, 1, 3, 1, 33 2, 2, 5, 1, 21 2, 3, 4, 2, 24
1, 2, 3, 1, 4 2, 3, 5, 1, 1 2, 1, 4, 3, 15 2, 1, 3, 1, 54
4, 1, 5, 1, 12 2, 2, 4, 3, 7 2, 2, 3, 1, 31 4, 2, 5, 1, 11
2, 3, 4, 3, 9 2, 3, 3, 1, 2 4, 3, 5, 1, 13



30 GABRIELA �ERBAN AND CAMELIA-MIHAELA PINTEA

2.2. Classical approach. We use two methods for solving this application, namely
Branch and Bound where we randomly choose a house from a city and Nearest
Neighbor technique. For Branch and Bound we make 500 runs for each starting
house from each city. In some cases Nearest Neighbor failed because there is not
a way between cities 1-4.

We denote BB the Branch and Bound method, and NN the Nearest Neighbor
method.

The results are presented in Table 1.

City House NN NN Tours BB BB Tours
1 1,2 Failed 35 (1,1)(5,1)(4,2)(3,1)(2,3)
2 1 33 (2,1)(5,1)(1,2)(3,1)(4,2) 21 (1,2)(5,1)(4,2)(3,1)(2,3)
2 2 56 (2,2)(4,3)(5,1)(1,2)(3,1) 24 (2,1)(5,1)(4,2)(3,1)(1,2)
2 3 36 (2,3)(5,1)(1,2)(3,1)(4,2) 21 (2,3)(3,1)(4,2)(5,1)(1,2)
3 1 Failed 15 (3,1)(1,2)(5,1)(2,3)(4,3)
4 1 62 (4,1)(5,1)(1,2)(3,1)(2,3) 20 (4,1)(5,1)(1,2)(3,1)(2,3)
4 2 Failed 13 (4,2)(3,1)(1,2)(5,1)(2,3)
4 3 80 (4,3)(2,2)(1,2)(5,1)(3,1) 16 (4,3)(2,3)(3,1)(1,2)(5,1)
5 1 29 (5,1)(1,2)(3,1)(2,3)(4,3) 29 (5,1)(1,2)(3,1)(2,3)(4,3)

Table 1.
Remark 2.1 From Table 1 we see that Branch and Bound found the best mini-

mum solution and in the last case the solutions are equal, where the computational
complexity is low.

We mention that the time complexity of the NN approach is O(N2).
Comparative results are also illustrated in Figure 1.

2.3. Ant Algorithms. This section shows a heuristic from nature, Ant Algorithm
[10]. First, this natural heuristic was introduced in [11], [12].

The Ant Systems have proved to be e�cient and robust global optimization
methods. Ant Colony Algorithms are very complex hybrid systems. Inspired
from the nature, they combine the power of metaheuristic in a highly distributed
way. It can be considered as an evolutionary method, where agents are interacting
in a cooperative multi-agent system. Ant systems, like Genetic Algorithms, are
population based approaches.

At all ant-based algorithms the basic idea is the positive feedback mechanism.
A virtual pheromone, used as reinforcement, allows good solutions to be kept in
memory. It is also important to avoid good, but not very good solutions from
becoming reinforced, which can lead to premature convergence, also called stag-
nation.
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In order to escape local optima traps, a so-called negative feedback is used
through pheromone evaporation.

Cooperative behavior is another important concept: ant colony algorithms make
use of the simultaneous exploration of di�erent solutions. Ant colonies are multi-
agent systems, where the ants have the role of the cooperative agents. The commu-
nications between agents is done indirectly using the above-mentioned pheromones,
which is also mentioned as the concept of stimergy.

The Ant Colony System Colony was developed to �ll the gaps of the AS Algo-
rithm, making more e�cient and robust. The aim was to improve the performance
of AS, that was able to �nd good solutions within a reasonable time only for small
size problems.

ACS is based on several modi�cations of AS: a di�erent transition rule, a dif-
ferent pheromone trail update rule, the use of local updates of pheromone trail to
favor exploration.

The results for Ant System (AS) and Ant Colony System (ACS) are presented
in Table 2.

City House AS AS Tours ACS ACS Tours
1 1 57 (1,1)(2,1)(5,1)(4,2)(3,1) 57 (1,1)(2,1)(5,1)(4,2)(3,1)
1 2 38 (1,2)(2,2)(4,3)(5,1)(3,1) 38 (1,2)(2,2)(4,3)(5,1)(3,1)
2 1 91 (2,1)(1,1)(5,1)(4,2)(3,1) 33 (2,1)(5,1)(1,2)(3,1)(4,2)
2 2 56 (2,2)(4,3)(5,1)(1,2)(3,1) 56 (2,2)(4,3)(5,1)(1,2)(3,1)
2 3 29 (2,3)(4,3)(5,1)(1,2)(3,1) 29 (2,3)(4,3)(5,1)(1,2)(3,1)
3 1 29 (3,1)(2,3)(4,3)(5,1)(1,2) 29 (3,1)(2,3)(4,3)(5,1)(1,2)
4 1 184 (4,1)(2,3)(1,2)(5,1)(3,1) 105 (4,1)(5,1)(1,1)(3,1)(2,3)
4 2 33 (4,2)(2,1)(5,1)(1,2)(3,1) 36 (4,2)(2,3)(5,1)(1,2)(3,1)
4 3 80 (4,3)(2,2)(1,2)(5,1)(3,1) 73 (4,3)(2,3)(5,1)(1,2)(3,1)
5 1 75 (5,1)(4,2)(2,1)(1,1)(3,1) 57 (5,1)(2,1)(1,1)(3,1)(4,2)

Table 2.

Remark 2.2 In half of the cases ACS-Algorithm had better results then AS-
Algorithm.

Comparative results are shown in Figure 2.
We have to mention that adding more agents (ants) to an Ant System leads to

better performance.
The complexity of one cycle of the Ant Algorithm is O(N2 ·M) (N is the number

of inputs, M is the number of ants), so it takes very long time to solve the problem
with many inputs. Researchers have wondered how many arti�cial ants (agents)
are needed for a given problem and they have found that the number of agents
must be approximately equal to the number of inputs [12].
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Figure 1. NN-BB Figure 2. AS-ACS

3. Learning approach for solving the TSP problem
In this section we propose a reinforcement learning approach for solving the

TSP problem.
Let us consider a �nite number of "cities" and their coordinates on a map. We

suppose that the cost of travel between a pair of cities is given by the euclidian
between them. An agent (the traveling salesman) has to �nd the cheapest way of
visiting all the cities and to return to the starting point. So, the goal of the agent
is to learn by reinforcement the optimal policy.

In Reinforcement learning [14], the agent is simply given a goal to achieve and
then the agent learns how to achieve that goal by trial-and-error interactions with
its environment.

In a reinforcement learning problem, the agent receives a feedback, known as
reward or reinforcement; the reward is received at the end, in a terminal state, or
in any other state, where the agent has correct information about what he did well
or wrong.

3.1. The SARSA Algorithm. SARSA [13] is a reinforcement Q-learning algo-
rithm, which combines the advantages of Temporal di�erence learning and Monte
Carlo learning methods.

From the TD methods, the algorithm takes the advantage of learning at each
step, instead of waiting the end of an episode. From the Monte Carlo methods,
SARSA takes the advantage of going back and using the rewards obtained in
each state in order to update the values of the previous action-state pairs and
the capacity of functioning without the model of the environment in which the
learning takes place [16].

The idea of the SARSA algorithm [13] is to apply the Temporal Di�erence
methods to the state-action pairs, in comparison with the classical methods, where
this methods are applied only to the states.
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SARSA converges with probability 1 to an optimal policy and action-value
function as long as all state-action pairs are visited an in�nite number of times
and the policy converges in the limit to the Greedy policy.

The agent learns the optimal policy after some training sequences. A training
sequence consists of a number of episodes, during which the agent has the following
behavior:

• until a �nal state is reached (the �nal state is given by the goal of the
agent) or until the number of steps exceed a maximum number, using
an action selection mechanism (ε-Greedy or SoftMax [13]), the agent
updates properly the Q-values (the values of the state-action pairs).

The complete description of the SARSA algorithm is given in [17].

3.2. Experimental results. In order to apply the SARSA algorithm described
above, we make the following assumptions:

• there are N cities that the agent has to visit;
• from a given city, the agent can visit any other city (the graph is com-

plete);
• the agent starts from the city 1 (the initial state in the RL task);
• the states in the RL task are the cities the agent can visit;
• a city reached by the agent at a given moment is considered to be a �nal

state if the agent has visited all the cities so far;
• the possible actions of the agent in a given state (city) are N-1 (the other

cities that the agent can visit, excepting the current state);
• as an action selection mechanism we use the ε-Greedy approach;
• the reward received by the agent in a given state (city) is considered to

be the euclidian distance between the current city and the city numbered
with 1.

Because of the probabilistic action selection mechanism during the learning
process, we repeat the training sequence of the agent several times.

For a simplest evaluation of the results, we choose the example in which there
are 4 cities. The coordinates of the cities are given in Table 3.

City Coordinates on the map
1 (10,10)
2 (10,11)
3 (11,10)
4 (13,11)

Table 3. Coordinates of the cities on the map.

We mention that the optimal tour is 1,2,4,3,1 and the total distance of this tour
is 7,24. The NN approach determines an approximation of the solution, 1,3,2,4,1
with the total distance 8,57.
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The results obtained after applying our learning algorithm are shown in Table
4.

Training sequence Number of episodes Tour Total Distance
1 6 1,4,2,3,1 8,57
2 6 1,3,2,4,1 8,57
3 6 1,2,4,3,1 7,24
4 6 1,2,3,4,1 7,81
5 6 1,3,2,4,1 8,57
6 6 1,4,3,2,1 7,81
7 6 1,4,3,2,1 7,81
8 6 1,2,4,3,1 7,24

Table 4. Results obtained with the SARSA algorithm.
The results obtained with SARSA are better than the result obtained with the

NN approach.
We have applied the algorithm for di�erent values ofN and for di�erent number

of training episodes and we observe that SARSA, in average, gives better results
than the NN approach.

We have to mention that the time complexity of the TSP solving with the RL
approach during one training sequence is O(N*e), where e is the number of training
episodes.

3.3. Further work. Further work can be done in the following directions:
• how to improve the learning rate;
• to apply other learning approaches for solving TSP (like LRTA* algo-

rithm [18]);
• the generalization of the above approach for multi agent systems (sys-

tems in which several agents has to cooperatively learn by reinforcement
to solve the TSP problem).

4. Conclusions

Any combinatorial optimization problem has an associated graph, which means
that these problems can be solved in terms of graph theory and also provides us
with an easy way to view the problem.

An heuristic method reduces the time complexity of the problem solving. As an
example, a brute force approach for TSP has O(2N ) complexity (N is the number
of cities).

A dynamic programming algorithm also gives the global optimum for this prob-
lem (and for many other hard combinatorial optimization problems) but also takes
exponential time.
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Section 2 is based on GSTSP, where we can compare the cities with clusters
and a house with a vertex. A cycle containing exact one house - vertex- from each
city- cluster- is a tour. Branch and Bound is a consistent technique that exhaustive
explore a searching space, following at each step all the minimum possibilities.

The Nearest Neighbor method we will apply in the case when we want an
approximate solution, but obtained in a short time, with a reduced computational
complexity. We can improve methods by taking randomly the equal minimal
values, at each new execution of the algorithm.

We can extend the problem requiring that the traveller should cross exactly
trough a given number of houses in each city, where the given number could be
the minimum values of the houses from the cities.

In section 2 the same problem is solved with Ant Algorithms. Ant Algorithms
are primarily used for combinatorial optimization, especially for NP-hard tasks.
The Traveling Salesman Problem (TSP) is an important application, for which
were developed several Ant Colony methods. The basic idea of Ant System is that
of simulating the behavior of a set of agents that cooperate to solve an optimization
problem by means of simple communications.

As a disadvantage it can be stated the multiple parameters used for these algo-
rithms. It is very hard to set up the optimal values of the parameters, which can
be very di�erent from one problem to another.

As a conclusion, we may say that even though classic algorithms give an exact
solution, heuristics may give very good solution, or even the best one and are very
handy techniques because they are usually cheap to apply and combine. We
should also try to combine heuristics with exact algorithms. Di�erent heuristics
can be obtained as follows: using a Greedy algorithm to choose each move, using
multiple agents that start from di�erent points in the graph, using clustering
techniques to group regions in the search space, using clustering techniques to
group agents, using local search techniques to improve solutions.
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