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ity distribution. This kind of query optimization problem was solved for a
single-join and a multiple-join of three relations, for relations stored at two
sites. The problem of multiple-join leads to a special type of nonlinear pro-
gramming problem, which we presented in [14]. In this article we give the
general model for the join of three relations in sequential and parallel execu-
tion mode. These problems leads to the same type of nonlinear programming

problem.

1. INTRODUCTION

The query optimization problem for a single query in a distributed databas¢

systerm was treated in great detail in the literature, see (3], [4] [10] [15].
, For ea(,:h new type of query that arrives at the system, a ne’w op’timal strategy
is determined. A distributed system can receives diﬁ'er(;nt types of queries and
processes th(fr‘n at the same time. In this case the determination of the optimd
?u::r;,: '!)m(;’lrs.‘smg st;mt(%gy is a stochastic optimization problem. Query Process”
lern are the pr(.;ba’l)ilhil(l‘:lt(l):;tviu 1:1])1(&.‘1' of the SLO(:hast,i'(: query OptinlizmiOIl pwb.;
particular site of the m:t,work‘,(L omponent operator of the query 15 executed at ¢
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In (8] the authors’ e.xtend the state-transition model proposed by Lafortune and
Wong [9] and the Orlglnal multiprocessing model of [7] and [6]. The main objective
of the model is to give query—l.)l‘OC(zssing strategies, which are globally optimal.
In [8] is presented the stochastic query optimization model for a single-join, the
sequential and the parallel execution of a single-join and a multiple-join of three
relations, where the component relations are stored in two site of the distributed
database system.

In paper [14] we presented the stochastic model for the join of three relations,
which are stored at three different sites. This stochastic query optimization prob-
lem leads to a nonlinear programming problem, which is specific one. In [14] we
give an algorithm to solve this nonlinear programming problem. In this article
we present general models, containing sequential and parallel operation of two
queries of type join of three relations. These leads to the same type of nonlinear
programming problem as the problem from [14], which we solve for different cases
and the results are presented in tables. From the examples we can see the global
optimality of the stochastic query optimization model.

One of the main objectives of distributed systems is the use of the database
as shared resource. Different transactions can execute different types of queries
against the same database at the same time. We consider two modes of multiple-
query operation: sequential and parallel operation.

2. SEQUENTIAL OPERATION

Let be the following two queries:
Qi =AXBxCQ=DxExF

where ANB#0; BNC#0DNE#0; ENF # 0 and the relations A and D
are stored at site 1, the relations B and E at site 2 and the relations C and F' at
site 3. So the initial state of relations referenced by the query (03 in-the three-site
network is the next column vector:
A,D
g — B, E
C,F

Where the i-th component of the vector zo is the set of relations stored at site
i = 1,2,3) at time ¢ — 0. The initial state zo is given with time-invariant
Probability Po = p(zo).

_We consider these queries arrive separately, one after the other, with an aver-
98¢ Interarrival time of length 8. We assume that no updates may be made to the
relationg referenced by the two query while they are being processed. We don’t
Made any assumptions concerning the order of arrivals of Q1 and @2 and their
e_xecut.ion. The concurrent execution of these queries 1s treated in the next subsec-
tlon, The state-transition graph for the stochastic query optimization of queries
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Q; and Q2 exccuted in sequential mode is shown in [Ti-gu;e 1t.h T}:e ant?t:ilOn for
the nodes of the state- {ransition graph is: Tijk, where 7 18 for te sta ebj bglznotes
the query type and k is for the stage. We will associate a transi 10nhpro ability t
each transition arc of the state-transition model. Let p;j denote the condltIOHal
time-invariant probability that the system undergoes transition from state z; tq
x
\taiit f;, be the probability that a query is of type Qi(i =1, 2) and 1 + ¢2 = 1.
Proposition 2.1 The general, sequential multiple-join stochastic query optimizg-
tion model for 2 queries and 3 sites defines a nonlinear programming problem that
me be decomposed into 2 independent nonlinear programming subproblems.
Proof: We will associate the join-processing times with the nodes of the state-
transition graph and communication times to the arcs of the graph. Let T;(X)
denote the total processing time required for computing in state 1.
So we have:

74

Tul(B’) tl(A N B) + Czl(B)
T211(B') tQ(A X B) + c12(A);
T112(C") = t3(B' x C) + c13(B');
T512(C") = t1(B C)+C31(C);
T312(C ) t3(B C) + 623(31);
T412(C") = ta(B' x C) + ¢32(C);

We use the decomposition principle of separable nonlinear programming. The
stochastic query optimization subproblem for query @ is:

71 = T111(B")po,111 + T212(C')po,111p111,212 < A
1o = To11(B")po,211 + T412(C')po,211P211,412 < A
= T112(C")po,111p111,112 + T312(C")po 211211 312 < A
Po,111 +Po211 =1
p111,112 + prir212 = 1
P211,312 + Po11,412 = 1
min A

The nonlinear programming problem can be solved with the algorithm from [14].
The stochastic query optimization subproblem for query Q. is:

71 = Th21 (E')po g1 + Taoa (F')po 121101 292 < A
72 = Ta21 (E')po 221 + Taa2(F')po 221 p201 422 < A
73 = Tra2(F")po,121p121 122 + Ta2a(F')po.ao1 past 320 < A
Po121 +po22 =1
Pr21122 + P12y 222 = 1
P221,322 + Pogy 490 = 1
min A
where T4 (E') = 1,(D w E) + ¢y (E);
Ton (E') = t5(D w E) + ¢12(D);
Tyo2o(F') = ty(E' F) + cp3(E');
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Tooa(F') = ti (B » F)+ a1 (F);
Tyoo(F') = ta(E' X F) + cas(E');
T4‘2'2‘(F1) = t'z(E’ N F) + C32(F);
can be solved with the algorithm from [14)

The nonlinear programming problem
tion problem for the sequential execution of
! )

The result of the stochastic optimiza

queries @1 and Q> is: )
A =qA+ gD

3. THE PARALLEL OPERATION

Ix} distribu§ed databases is a major interest to load-share through parallel pro-
cessing. In this section we present the stochastic model for parallel processing of
queries of types Q1 and Q5 from the precedent section. If queries of types ()1 and
Q2 arrive approximately in the same time these will be processed parallel similar
;(zossgggﬁ 3.2 o(f [81_ Let Q3 denote the aggregate query type, which occurs with

v g3, (q1 + g2 + g3 = 1), thus the input stream consists f mi v
vy ; p of mixed arrivals
. In O{d}elr to construct tbe state-transition graph for the parallel operation, we
in:rt mt.dthe §tate-trans1t10n graph for the sequential operation. We will take
= 0 consl eltatlon tc? fexecute only one join operation in one site of a state and

execute d.lfferent join operations in the sites of a state. In the case of parallel
z)peratlin itis necessary to transfer two relations from one state of parallel machine
nc; Le;régot erf stzz‘;le, which we mark on the edges of the state-transition graph. The
ions for the states z;; of the parallel i D1 ' '
o i stage ij p machine are: i is for the strategy and

There are different se
’ quences to process the query of i
[14], for query of type Q)2 too. query of type Qu, see section 2 from

Q1 =(AxB)xC;Qy=(DxE) ~ F;

The state-transiti :
For the othea;n:;t:zzztgr?i}; f:é t-he parallel machine for Qs is shown in Figure =
in the same manner and‘ tl(ie I;Leil th? Stat‘%'tfanSit,ion graph can be constructed
and solved similar. We consi dS oc }zlxstlc Opt.lmlzation problem can be formulated
attributes, 50 Hher® dre o .elj ; t‘ Vat relation A and relation C' has no commur
type Q). Similarry w(; (.IOHSiL;)I_rCL_L Sequencas for the execution of the query of
attributes, so the ‘l,uer;/ ;)f 1‘ ()(: tl)aﬁ relation D and relation F' has no commor
Join operations. Thus, for I)};};}'u)ll({:{‘zo;::'lulb)i(()) CX(;.Cuted in two different order of th
I execution of queries of types Q, and @z there

are four different ibiliti
2TenNt pPOSKSs 3 ‘OIS
the executi K I lbl_lltle.s to construct the state-transiti T ining
xecution sequences for () and () SRR compits
2.
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Proposition 3.1 The general, parallel multiple-join stochastic query optimiza-

tion model for 2 queries and 3 sites defines a nonlinear programming problem.

Proof: Let the notations be the following in the selected case:
B/:ANB,CH:B’NC;E’:DNE;F':EINF;

The stochastic query optimiz
AY 11 2
T =Ty (B)poay + Tor (B )po2 + Tos (C")po,1P1122 + T5a(C')po,uiPris2t
+ 52 (F")po,21p21,52 + T2 (F')Po,21P21,62 £.48 . I -
T2 =T (£)po A Ty (B )po,2r + Tyo(F)po,uprinz + Ty (F')po,11Pi1,227F

ation problem for (03 18:
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+ T2 (Cpo.2rp21 a2 + Tea(C)Po,21021 62 < Ay '
73 = T2 (Cpoipirie + Ty (F Nponpin gz + Taa(F")po 21 par 4+
+T52(CNPo2a P21 52 < As
poar +Ppoor = 1
a2 + P22 Y puge = 1
Poras + Page + p21er = 1
min Ay

where TU(BI\“ = f](x\ X B) + 021(13); 111([’3,) = tz(D M E) + CIZ(D);
T‘N{B’\ = 1-3(:-1 N B) -+ (12(A) Tgl(E’) = tl(D X E) + c91 (E),
T}:\(M\ = fg(B' X C) + Clg( ) le(Fl) = tQ(El M F) +C‘;2(F),
T‘S?KC'> — tl(B' ) + (‘31(0) T22(F’) = tg(E, M F) + ng(F)
TSZ(C!) =1 (B' X C) + C31(C),T32(F’) = tg(E, M F) + 623(E,),
T02(C) = t2(B' % C) + ¢32(C); Tua(F') = t3(E' W F) + c13(E');
I52(C") = t3(B' ® C) + ca3(B'); Ts2(F') = t1(E' ™ F) + ca1(F);
TS?(CI) = t‘Z(B, X C) +C32(C);T62(F/) = tl(E/ X F) + C31(F);

In order to solve this nonlinear programming problem we can apply the algorithm
from [14]. but it has to be modified. The continuous functions are:

filzi,zo, . .., 28) = 121 + oy + 37124 + cay 5 + C5T2T7 + CeaTs;
folzy, 2y, ... -—58) = C1T1 + CgT2 + C9T1T3 + C10T1T4 + €11 ToXg + CloTaTs;
Joloy,zg, . 28) = c132123 + Cluz1 25 + Cr5Tomg + C16T2T7;
where
L1 =P0,115T2 = Po,21; T3 = P11,12; T4 = P11 1225
L5 = P11,32;L6 = P21,42; L7 = P2 ,52; L8 = P21 .62;
cr =111 (B');e5 = Ty (E'); 5 =T122(C"); ¢4 = T35(C"); c5 = Tsa(F");
e = To2(F');¢0 = Ty (K ),08 =T21(B");¢9 = T1a(F'); cro = Taz(F');

C11 = Tw(c’);ﬂlz = Tﬁ'z(C'); C13 = T12(C'); Cl4 = T32(F');
Cio = Taa(F'); 16 = T5y(C");

I'he results obtained applying the algorithm are in the table from Figure 3.
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|
Case B (1) @RW — ‘(‘ﬁ \
!
\

' Nr. of bits for A | 8.000. 000

Tt - 8.000.000 | 8.000.000
' Nr. of bits for B 4 ()()ON(E(T ke 00.000

- 1.000.000 | ' 1.000.000 |
Nr. of bits for C | 10. 000000 5000 000.000 | 1.000.000 |
"Nr. of b%t.s for D | 10.00 ' 10.000000 | 8.000.000 5.000.000
Nr. of bits for E | 8.0t - 8.000.000 | 1’6?)‘0 000 2.000.000“

Nr. of bits for F | 4. 000.00 OOO 5.000.000 | +3.000.000

Ay 16582 | 146,35 | 9133
Po.11 0,325 0,025 | 1
Po.a1 0,675 | 0975 0
P11,12 0,85 0 0
D11,22 0,15 0,4 0,16
D11,32 0 0,6 ‘0,84
D21,42 0 0 0
D21 52 1 0,85 0
D21,62 0 0,15 1

Fig. 3

3.2. Another execution sequence for the parallel operation. If we consider
another execution sequence for the query of type Qs and for the query of type Q1

we maintain the sequence from the previous section. So the execution sequences
are the following;:

Qi =(AXB)xC;Q:=Dx(ExF);

We obtain the state-transition graph from Figure 4.

We propose this sequence in order to share the work in the first step of the
parallel query execution between the sites. In the sequence of the previous section
there was nothing to do in site 3, with the actual sequence, in the first step every
three sites participate in the parallel execution of queries @; and 2. Thus the
number of states of the state-transition graph will increase, there are much more
possibilities of execution, therefore we expect a smaller execution time than in the
Previous section. Let be the next notations:

B =AxB;C'=B'xC;E'=ExF;D'=D x E
The stochastic query optimization problem is the following:

o =Tu (B )Po 11 + To1(B")po,21 + T12(D")po,11p11,12 + T22(C")po,11P11,22F
+T42(C")po 21p21 a2 + Ts52(D')po,21P21,52 + Ts2(D")po,31P31,62F
+T82(D")po,31p31,82 < D4

72 = T21(E")po 21 + Ts1(B')po,31 + Ts2(D')po, 21,221 32 + Ta2(D')po,21P21,42+
+T72(C")po 31p31.72 + Te2(C')Po,31P3182 < B

78 =Ty (E"Ypo 1, + Ts1(E)po,s + T12(C)po,11p11,12 + To2(D')po,11prn 22+
+T52(C")po 91 pa1 32 + Ts2(C')po,21p21,52 + Te2(C")po,31P31,62+
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+T72(D')P0,31P31,72 < Ay
Po,11 + Po21 + po gy

= ]

Puja2 +prioe =1

P21,32 + D214y + py, 52

I

P31,62 + P31,72 + p3y gy = 1
min Ay

31

h
T3 (B") = to
T12(C") = t3(B'
T-zg(C') = tl(B’
ng(C,) — tg(B,

Ti2(C") = t,(B'
TSQ(C’) = t3(B’
TG‘Z(CI) = tg(B’
Tm(C') = tz(B'
ng(cl) = tz(Bl

ek

% C) +c13(B'); Ta(D') = t,
) =t3(D w E')
Y =15(D w E') + c1(D)
tg(D X E') + Clz(D);

I(D X El) + Czl(E’);
1(D X El) +C31(E’);
= t3(D b E') + Clg(D);

X C) + c31(C); Tao
N C) +Cl3(B');T32
X C) + ¢31(C); Taa(
X C) +C13(BI);T52
ol C) +C23(BI);T62
X C) +032(C);T72(

)
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X C) +032(C);T82( N = tl(D X E') +631(E')

bJ

)
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The nonlinear programming problem can be solved by the algorithm from [14]

with the necessary modifications and with the following continuous functions:

where g,

fl(itl,wo, e ,:1:11) = C1T1 + C2Ty + C3T1T4 + C4T1T5 + C5T2T7 + CeToTg+

f?.(l'l,.’lig, -

f3(l‘1,-’132,-

+C7x3T9 + CgT3T11,

+C14T3%11;

T11) = C15T1 + C1623 + C17L1T4 + C18T1T5 + C19T2T6 +
-

+Co0T2Tg + C2123T9 + C22T3T10;

e — m S T11 = P3182)
L7 = p21,42; T8 = po1,52; To = P31,62; T10 = P31,725 T11 = P31,82;

The

¢ Can see from the results, that in case a),
fom the previous section, the result is bette
S

1"051_11t is 64,163 scco
01if the

feonds. The cage b) is the same with the case
i q ) O 1(
nds, less than 91,33 secon ocoss
. \ O a1l pr SO0

number of states increase, the mean |

which is identical with the case :1))
r, 161,65 seconds, regarc'i to 1615,?_‘
¢) from the previous S(§f‘.tl()ll m‘u. t u
ls obtained in the previous sections.

ing time decrease.

> : 1227 + C13X3T10+
., T11) = CgTy + C10T3 + C11T2T6 + +C12T2T7 1323

1Ty = ;6 = D21,32;
= P0,11; T2 = Pg,21; L3 = P0,31; T4 = P11,12; T5 = P11,225T6 = P21,32;
) ) ) :

\as i ‘evious sec-
results obtained applying the algorithm for two cases of the prev
in the table from Figure 5.
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— Case | a) b)
“Nr. of bits for A | 8.000.000 | 8.000.000
Nr. of bits for B | 4.000.000 | 1.000.000
Nr. of bits for C | 10.000000 | 1.000.000
"N of bits for D | 10.000000 | 5.000.000
Nr. of bits for E | 8.000.000 | 2.000.000
Nr. of bits for F | 4.000.000 | 3.000.000
A, 161,65 64,163
Po,11 0,05 0,55
Po,21 0,9 0,45
Do,31 0,05 0
D11,12 0 0
P11,22 1 1
D21,32 0,45 0
D21,42 0,15 1
D21,52 0,4 0
P31,62 0,4 0,65
D31,72 0,45 0,35
DP31,82 0,15 0
Fig. 5
REFERENCES

(1] M. S. Chen, P. S. Yu: Interleaving a Join Sequence with Semijoins in Distributed Query
Processing, in IEEE Trans. on Parall. and Distr. Syst. Vol.3 No.5, 1992, pp. 611-621.

[2] M. S. Chen, P. S. Yu: Combining Join and Semi-Join Operations for Distributed Query
Processing, IEEE Trans.on Knowledge and Data Engin. Vol.5 No.3. 1993, pp. 534-542.

[3] M. S. Chen, P.S. Yu: A Graph Theoretical Approach to Determine a Join Reducer Sequence

in Distributed Query Processing, IEEE Trans.on Knowledge and Data Engin. Vol.6 No.l.
1994, pp. 152-165.

[4] M. S. Chen, M. Lo, P. S. Yu, H. C. Young: Applying Segmented Right-Deep Trees to Pipelin-

ing Multiple Hash Joins, IEEE Trans.on Knowledge and Data Engin. Vol.7 No.4. 1995. pp:
656-667.

(5] C. J. Date: An Introduction to Database
1995.
(6] R. F. Drenick: A Mathematical Organization Theory, Elsevier, New York, 1986.

(7] P. E. Drenick, R. F. Drenick: A Design Theory for Multi-processing Computing Systems, il
Large Scale Syst. Vol. 12, 1987, pp. 155-172.

Systems, Addison- Wesley Publishing Company,

P
Trans. on Database Systems, Vol. 18,

No. 2, June 1993, pp. 262-288.
[9] S. LaFortune, E. Wong:

A State Transition Model for Distributed Query Processing, in ACM
Trans. on Database Systems, Vol. 11, No. 3, Sept. 1986, pp. 294-322.
110} E. Omiccinski, E. T. Lin, The Adaptive-Hash Join Algorithm for a Hypercube Multicom
puter,‘IIjZ_EE Trans. on Parall. and Distr. Syst. Vol.3 No.3. 1992, pp. 334-349.
[U] M. T. Ozsu, P, Valduriey: Principles of Distributed Database Systems, Prentice-Hall, 1991
(12] R. Ramakrishnan: Database Management Systems, WCB McGraw-Hill, 1998.



STOCHASTIC OI’T]MIZA'I‘I()N IN DISTRIBUTE

13) J. D. Ullman: Principles of Dalabase an
[ Science Press, 1988. o
14] V. Varga: Stochastic Optimization Jor the Join of three
1. The Theory and one A pplication, Studia .. 1999,
15) J. L. Wolf, P. S. Yu, J. Turek, D. D|&9: A Parallel Hagh Join Al
. Skew, IEEE Trans. on Parall. and Digtr. Syst. Vol.4 No.12.

D DATABASES 83
d l\’n()mlml.g(’,—lm.'ic Systems, Vo, [-IT, Computer

Relations in Distributed Databases

gorithm for Managing Data
1993, pp. 1355-1371.
BaBE§-BOLYAT UNIVERSITY, FACcULTY O MATHEMATICS AND INFORMATICS,
RO 3400 CLUI-NAPOCA, STR. KOGALNICEANY 1, ROMANIA
| E-mail address: ivargaQcs.ubbcluj.ro




{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }


{ "type": "Document", "isBackSide": false }

