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CLUSTER PROTOTYPES SELECTION BY GENETIC
CHROMODYNAMICS

D. DUMITRESCU AND EVA KOVACS

Abstract. Genetic Chromodynamics approach (Dumitrescu and Bodrogi, 1998) is
considered for prototype selection in a data set. The method is particularly useful
when data are not from an Euclidean space. It represents a unified approach of pattern
recognition. The method is independent with respect to the considered dissimilarity
measure. °

1.Introduction

Evolutionary Computation (see [1], [3], [5]) is a very powerful tool in clustering
and pattern recognition [8]. Prototype selection using genetic algorithms has been
considered by Kuncheva and Bezdek ([9], [10]). In the approach proposed in [9] the
number of clusters in data set is supposed to be known.

Genetic Chromodinamics (GC) method, proposed by Dumitrescu and Bodrogi
([6]) (see also [7], [3], [5]) can be used to solve a difficult clustering problem, namely
the detection of the optimal number of clusters in a data set. The main idea of the GC
strategy is to force the formation and maintenance of sub-populations of solutions.
Clustering is an important technique used in the simplification of data or in discovering
some inherent structure in the set of objects. More specifically, the purpose of cluster
analysis is to partition a given set of objects into a number of groups such that objects in
a particular cluster are more similar to each other than objects in different clusters.

Let X = {x1 s Xo ,...,.xp} be a set of p objects, which will be clustered. If the data

set X is not from the Euclidean space or the distance defined on X is not generated by a
scalar product the clustering problem becomes very difficult.

Another difficult problem is to establish the optimal number of clusters present in
the data set. An approach to solve the fuzzy clustering problem in a pseudometric space
has been proposed in [4].

"l‘o detect the optimal number of clusters a divisive hierarchical clustering has been
considered in [2].

T.he aim of this paper is 1o propose a unified approach of pattern recognition. An
CV()]UUV'C procedure that unifies the geometric (or decision-making) and structural
(syntactic or linguistic) approaches is considered. Moreover, the procedure, which is
based on prototype selection also, gives the optimal cluster number.
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The initial population is €= {¢ ,02,---,0’”}, where m=p+a-p,a>0

i
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sromosome € represents a prototype. We have ¢, =1if ¢’
A ch Yl have Cr lif ¢ corresponds to the

Xy Forcach icl = of b
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a) ¢ =Lt X1 is a prototype,
I :
Cp = 0, otherwise;

£
b) = cp = 1,

Therefore a chromosome ¢ correspond to a prototype X € X if the gene €, has

the value one and the other genes are zero.
2. GC for selection of cluster prototypes from X

We are searching the cluster prototypes from the X data set. GC-based optimisation
rechniques start with a large arbitrary population of solutions. Dimension of the solution
population will decrease at each generation. There is a high probability that each new
generation will contain some individuals better than the individuals in the previous

generation.
Sub-populations co-evolve and will conver
At convergence, the number of optimal solutions
Each final sub-population will contain only one in
prototype.
~ InGC approach only local chromosome interac
Interaction is:
a) 10 ensure early sub-population formation and stabilization;
b) to avoid massive migration between sub-population;
¢) 1o prevent destruction of some usetul sub-population;
d) to ensure a high probability of obtaining each solution. o d the
. ’(;C stops if after a previously fixed number of generations the number an
bosmpn of the chromosomes do not change.
The fitness function is defined as:

ge towards different optimal solutions.
equals the number of sub-populations.
dividual, which represents the cluster

tion are allowed. The role of local
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where 7 is a constant greater or equal to one and A is a positive parameler We

- We mg

choose y
n-=2and

k
A=—d

av
2

where 4>0 and dm. is the average distance between the data points. [f ¢, ~ | then
d (C..\'k) means d (XX, ) :

Briefly, our GC algorithm goes through the following steps:
1. Initialization.

A set of m randomly generated chromosomes is the initial population set

1 2 m
C={c,c“..,c}, whee m=p+a-p,a>0 and for cah
IR I :
i.¢'=(c,Chsnns Cp)
¢, =1,if X; isa prototype,

i .
C, = 0 , otherwise;

P
. : P
We will consider that ¢, =1,
k=1
GA parameters are initialized .

The interaction range r is half of the average distance between the

d

av

2

data points, 7' =

(2) Crossover.

l-,ac}l: chromosome ¢ ip the pppulalion P() will be considered for crossover. According

l(;) the pr?poscdhlocal interaction scheme the crossover mate of the chromosome ¢ will be

chosen from the neighbourhood Vic,r) of : - Sness

. . ) ) ¢, accor i IRV hc fince

function /. | ) ording to the values of t

. 11615 bc a chromosgmg in the interaction domain ¥(c,r) of ¢. The probability that /
sclected as the mate of ¢ is denoted by p(l) and may be defined as:
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For sclecting the mate of a given chromosome we

Let a be the selected partner of ¢, The ordered pair (c,a) generates a unique

offspring, d. The first parent is dominant, whercas the sccond is recessive, i

gene in offspring having the value one is obt

Earents._ taken with equal probability. In this way
P

use proportional selection.

: : The unique
ained from the non-zero genes of the
the condition

d, =1
k=1
holds for each offspring.

(3) Survival
Each chromosome, which participates to crossover will produce, and possibly will be
replaced by an offspring. Whichever is better between a dominant parent and its

offspring will be included in the new generation. Every chromosome, which does not
participate at the crossover, will be included in the new generation.

(4) Steps (2) to (3) are repeated until no modification will occur for M consecutive
generation.

With this algorithm, we obtain the number of the optimum points, and the
prototypes. Each distinct chromosome in the final population represents a prototy'pe.
With this algorithm, the population size will not decrease. But the number of distinct
chromosomes decreases with the time. The values of the chromosomes will converge
towards different optimum point and finally only these values will remain. As the result
of the algorithm, we will obtain the prototype points. But generally the selected
prototypes are not the most representative points in the respective classe‘:s. ‘

An alternating fuzzy clustering procedure ([2], [6]) may be used for the fine tuning
of the prototypes

3 Experimental results

Consider the data point depicted in Figure 1. Data st contains 3'003‘)%“':‘5[1%[ (l):l;:lgj
Ve clusters. The interaction range is 1037 and the constant A is 3,20.
anul,ation contains 591 chromosomes. 1
After | :](j Populati.on P(5) contains 113 different chromos;))l'nles,‘(;la(l:i’wC o At 18
generation 26 different chromosomes arc obtame g o osames
lation with the

in fi
- gisated in Figure 2.
indicated n I1g

JENEras R ) ; ) . Thes

ff‘c ‘“rations, fiye distinct chromosomes are obtained (1 1gure .4,) | popu

b()I]>rc'scnl the fing] population, In Figure 5 we can see the initial p
Ulions, lorming the classes.
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