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Abstract. Data dependence is the basis upon the restructuring actions take place in a
parallelizing compiler. It is the most important decision phase of such a tool. The
Bauerjee test is one of the most widely used data dependence tests, but it is not exact,
in the sense that it determines real solutions for data dependence equations instead of
integer ones, as required by the array's subscript tests that appear in the loop nests. In
[Psa91] is stated a sufficient condition for the Banerjee test to be exact. In this paper
we proove that this condition is in fact also necessary.

1. Preliminaries

Parallelizing compilers [Wolfe96] are based upon subscript analysis to detect data
dependences between pairs of array references inside loop nests. The most widely used
approximate subscript analysis tests are the GCD test and the Banerjee test [Bane97].
These tests are approximate in the sense that neither is perfectly accurate, nor is the
combination of them. Both tests approximate on the conservative side, focusing on
assuming dependence, so their use never results in unsafe parallelization.

This paper studies the exactness of the Banerjee test and provides a set of
conditions which can be tested together with the Banerjee's inequalities and the GCD
test for obtaining a more exact data dependence information. Section 2 introduces the
necessary background and states a sufficiency condition for the exactness of the
Banerjee test, as studied in [Psa91]. Section 3 claims to be the main contribution of this
paper, showing that in some circumstances, this sufficiency condition is also necessary

for the exactness of the Banerjee test.

2. A sufficient condition for the exactness of the Banerjee test

Definition 1. Let ay, a,, ..., a, be integers. For every k, 1 < k < n, let L; and U, be
integers such that L, < U,. The equation

alll +8212 +...+anln =a0

is said to be (L, U,; L, U,; ..., L, U,) - solvable (or interval solvable or I-solvable) if
there exist integers iy, i,, ... , i, such that

® aji,+a,i, +..+a,l, =ay, and

1991 Mathematics Subject Classification. 68N15. _ ' .
1991 CR Categories and Subject Descriptors. D.1 3 [Programming Techniques]: Concurrent Programming -

parallel  programming; D.2.8 [Software Engineering): Metrics - performance measures; D.3.4
[Programming Languages|: Processors - optimization, compilers.



STUDIA UNIV. BABES-BOLYAL INFORMA FICA, VOLUME XLIII, NUMBER 1. 1998

ON THE EXACTNESS OF A DATA DEPENDENCE ANALYSIS
METHOD

ALEXANDRU VANCEA AND FLORIAN MIRCEA BOIAN

Abstract. Data dependence is the basis upon the restructuring actions take place in a
parallelizing compiler. It is the most important decision phase of such a tool. The
Banerjee test is one of the most widely used data dependence tests, but it is not exact,
m the sense that it determines real solutions for data dependence equations instead of
integer ones, as required by the array's subscript tests that appear in the loop nests. In
[Psa91] is stated a sufficient condition for the Banerjee test to be cxact. In this paper
we proove that this condition is in fact also necessary.

1. Preliminaries

Parallelizing compilers [Wolfe96] are based upon subscript analysis to detect data
dependences between pairs of array references inside loop nests. The most widely used
approximate subscript analysis tests are the GCD test and the Banerjee test [Bane97].
These tests are approximate in the sense that neither is perfectly accurate, nor is the
combination of them. Both tests approximate on the conservative side, focusing on
assuming dependence, so their use never results in unsafe parallelization.

This paper studies the exactness of the Banerjee test and provides a set of
conditions which can be tested together with the Banerjee's inequalities and the GCD
test for obtaining a more exact data dependence information. Section 2 introduces the
necessary background and states a sufficiency condition for the exactness of the
Banerjee test, as studied in [Psa91]. Section 3 claims to be the main contribution of this
paper, showing that in some circumstances, this sufficiency condition is also necessary
for the exactness of the Banerjee test.

2. A sufficient condition for the exactness of the Banerjee test

Definition 1. Let ay, a,, ..., a, be integers. For every k, | < k < n, let L; and U, be
integers such that L, < U,. The equation

alll +azlz +...+anln :ao
is said to be (L,U,; LyU,, ... L, U, - solvable (or interval solvable or I-solvable) if
there exist integers iy, iy, ..., iy Such that

® ai,+a,i,+..+a,l, =a,, and

n'n

1991 Mathematics Subject Classification. 68N15. . ' ] .
1991 CR Categories and Subject Descriptors. D.1 3 [Programming Techniques]: Concurrent Programming -
parallel  programming, 13.2.8 |[Software Engineering]. Metrics - performance measures, D.3.4
[Programming Languages| Processors - optimization, compilers.



A VANCEA AND 1. M. BOIAN

® foreveryk [ < k < n we have Li <ip < U

| <k<m, let @ A a, be integers. For every '

it ) For everv Kk, = .
Definition 2. a). For V¢ cuch that Ly < Uy. The equations set

| <k'<nlet Ly §i U, be integers !
a1y +aply +o? aply =10
ayly +apnly tet ayly =220

i\]ll + ﬂln)ll +..t amnl" = ﬂmO
. p ro. 1. . ) i{ 2 -.‘ / .
is said to be simultancous (L, Up LaUsl s L, U,) - solvable if there exist integers i, i,
i, such that
aply +aply +o.taply =3
32|i1+822i2 +...+a2nln =6,20
a_ iy Tamiy Tt amly =8mo
and for every k', 1 <K' <nwe have Ly < iy < Uy
b Leta, ..., a,. L and U be integers. An equation of the form
a)l; + aly = ... + aly = [LU]

is called an interval equation and it has solution if exists ap € [L,U] sothat a;l; + a;l> +
= a,l, = a, be I-solvable.

Let's consider the perfect loop nest below in which the two references at the m-
dimensional array A cause a potential data dependence.

for j, := inf; to sup, do
fOI'j2 ol infz L0 sup, do

for j, == inf; to sup, do
B = Al J) S oSl o ALG ) 8ol il -] =
end for
end for
end for

We assume for simplicity that :

¢ 7k I <k<r,inf, and sup, are integers and that inf; < supy;
¢ 7k I <k<r f,andj, are linear functions of the form:
1) o , . ) .
) (i jr) =) + CaJy + oot ChpJy + €y, and

Bl dy) = digdy + 8iadn + ot digd, +dyg
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respectively, where ¢, dy, € 2,0 <i <y,
Let y = (info.sup); info,supy; .. g sup,inf sup,,; inf,,sup,,
two references at the m-dimensional array
following equations set is y-solvable:

- inf,sup,). Between the
A~ exists a data dependence if and only if the

(2)

fm (ll ’jz “'1 ) - gm (Jl sJ‘z )aJr ) =0
The practical method of

testing for a dependence assumes conservatively the
dependence until

at least one of the system's cquation proves to be [-unsolvable, at
which moment the independence is proved. Such an approach is called subscript-by-
subscript testing | Bane$8].

So, we choose an arbitrary equation from the set (2) which taken into account ( 1),
we write as:

Cuidy Tt e, e —d,J —=d,j,—d,,=0

Eliminating the possible 0 coefficient terms and simplifying the notation (factorizing on

the index values), subscript by subscript testing means to determine if an equation of the
form

is(L,U; L,Uy; ... L, Uy-solvable, where n < 2r and a,#0, | < k <n
The generalization of the GCD test [Bane97] for interval equations is given below
without proof, which is immediately.

Theorem 1. Let a, a,, ..., a, be nonzero integers and let U, L be integers. Let
g = ged(ay, a, ..., a,)

The interval equation a,x; + ay, + ...+ awyy = [L,U] is I-solvable iff [ L/g7§ [U/g 3

In [Bane76] it is shown that in the particular case in which all the coefficients of the
dependence equation have an absolute value of 1, the Banerjee test is exact. in the sense
that it solves the problem of the integer solutions for the considered interval. Li et al
arrived at the same conclusion [Li90] in the situation in which a coefficient of the
dependence equation has an absolute value of | and

max, .. (|a [)<U, -L, +1

In [Psa9l] it is given a sufficicncy condition for the exactness of the Banerjee test,
condition which proves to be far less restrictive than that of Li et al.

The positive part a* and the negative part a~ of a real number a are defined as
simplifying notations in [Banc88):

a = max(a, 0)
a — max(-a, 0)
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The lower and upper bounds computed by the Banerjec test [BaneS7] are in this context

n

lmf - Z(ai‘ Li - ai_ Ul )

(4\ n B
Isnl» - Z(ai‘ Ui —a; Li)
i=I

The exact formulation of the Banerjee test as in | Bane97| tells us that if
ap € / ]inf» [.\'up_/
then oxist real numbers 7,75, ..., Iy such that

® A +a,r, +..+a,r, =a, and

@' VvieN I<i<n L <ri<U.

The sufticiency condition will refer to the integer values assumed by the expression g,/
~ ...+ apl,

Theorem 2. Let a;, s, ..., a, be nonzero integers. For each k, 1 <k <n, let Ly and U, be
integers with Ly < U If there exists a permutation « of the set {1, 2, ..., njsuch that
® laz =1 and
e foreachj, 2 <j<n,
j-
Jang| <1+ Z [zl (Unpy = Lra)
k=1
then for each integer x from the interval

[i (a/Li—a; Uy, Z (@] Ui-a, L)]
i=l i=l

there exist integers x,, X, ..., X, Such that
o a;x; +a, t..+ax,=x, and
e foreachi, 1 <i<n, L,<x; <U.

Proof. The proof can be found in [Psa91].

s ]

- Theorem 3, which follows immediately from theorem 2, shows that the hypothesis
of \hcprcm 2 is a sufficient condition for the Banerjee test to be exact, that is for
checking integer solutions between the loop limits and not just the real ones.

Theorem 3. et u, be an integer and a, a,,
n let Ly and Uy be integers such that Ly
numbers {1, 2, .., n)such that

® fdu| 1 and

e Joreuchj 2 <j<p

. £
.., @y nonzero integers. For each Kk, [ SWA -
< Ui If there exists a permutation © 0f the

/
k=1

|
lng)l <1 Z lcuo] (Unty = Lniy)

16
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then

n n
ap €/ z (a ; Li—a, U), Z (a ,} U-a, L)]
i=] i=l

if and only if

(l/[[ t (12[2 B+ a,,l,, =dp
is (L), Up Lo Uy Ly Uy = solvable, that is, the Banerjee test looks for integer
solutions for the equation a,l; + a,l, + ... + a,l, = a, between the loop limits.

Empirical results reported in [Shen90] shows that the number of iterations for a
cycle is relatively high, but the coefficients of the dependence equations have in general
small values, frequently 1. These empirical results combined with the formal result of
theorem 3 demonstrates that the Banerjee test proves to be exact in practice.

The sufficiency theorem suggests that the practical exact application of the
Banerjee test has a complexity which is at least exponential (factorial of the number of
a; values) because in the worst case we have to consider all the possible permutations of
the coefficients values. But, if the conditions of theorem 3 are satisfied by an arbitrary
permutation of the a; values, these conditions will be satisfied also by the permutation
which has these values sorted in ascending order. Thus, we have the following theorem
as a consequence which shows that once the coefficients are properly sorted, the actual
testing could be done in linear time with respect to the number of the coefficients.

Theorem 4. Let ay be an integer and a; < a; < ... <a, nonzero integers. For every
k 1 <k<n, letLyand Uy be integers such that Ly < U,. If
® |a,/ =1, and
e for eachj, 2 <j <n,

J-1
al <1+l (Us- Ly
k=1

then

aelY (afLi-a;U). Y. (] U-a;L)]
=l

i=l
if and only if
alll + a2[2 .t an]n =

is (L, Uy L, Uy ..; L, U,) — solvable, that is, the Banerjee test looks for integer

solutions for the equation a;l, + a;l, + ... + a,l, = ay between the loop limits.

3. The sufficiency condition is also necessary

Definition 3. If S and S are integer sets we define addition of integer sets as Jfollows:

17
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S+ 8= Is' | se S g s'e S}
Let's notice that if S = [, U] and 8™

LU+ 8" U /2 ts U st
=1

sy, 8o o Su ) thenwe will have
n

The result of the next lemma is evident.

4 - I ad , . .
Lemma 1. [f M <x < N then aM-aN<av<a N-—aM These limits are the extreme
values of the function f{x) = ax inthe region specified by the inequalities M < x <N,

Lemma 2. Let [L,U] be an integer interval with integer limits and let a, M and N be

integers such that M < N and we letS={ax|xeZ MSx<N} Then
[LU)+8S=[L+aM-daN Ut a'N-—-a MJ

ifandonlyif lal< U-L+ 1

Proof. For a = 0 lemma is trivially verified. Let a > 0. Then, taking into account the
definitions of positive and negative parts of a number we have

[L+a M-a N, U+ta'N—a M]=[L+aM U+aNJj

The general form for an element from S isaM + ka, with k=0, ... N- M.
Based on definition 3 we have

N-M
(3) [LU]+S = U [L +aM + ka, U+ aM + ka/
k=0

So. we have to prove that

[LU] +S=[L+aM U+aN] < a<U-L~+ z
Let's notice that L + aM = L +aM + ka, for k = 0
U+aN=L+aM+ ka, fork=N-M

which means we have to determine a necessary and sufficient condition for the reunion
(5) to be an interval. This happens if and only if every two succesive intervals are not
disjoint or, in the worst case, are disjoint but adiacent, like in the illustration below

L+a+M+ka aM+ka — L+aM+(k+1)a  UtaM~+(k+1)a
which brings us to the necessary and sufficient condition
L+aM+ (ktha<U-~+aM+ka+ 1 < a<U-L+1

Ihe case a < 0 is analogous and we obtain -a < U/ - [ + /. Combining the results W¢
obtain

[LLU] v S~[L+aM aN U+aN-—aM]
andonly if  |a|<U L+ 1 g.ed.

18
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Using the result of lemma 2 we show further th

at the sufficiency condition of theorem 4
is also a necessity condition for the ex

actness of the Bancrjee test.

Theorem S. Let a;, a,, ..., a, be nonzero integers and ' ke N, | <k < n, let Liand U,
be integers such that Ly < U, If for every x from the interval

11

D@L -0, U @l U, ~arL)

i=1 i=|
there exist integers x,, X», ..., x, such that
® a\Xx, +a,Xx, +...+~anx“ =X and

® VieN I<i<np Li<x;<U,
then there exists a permutation of the set {1, 2, ..., n}such that

(I) aQ x(l) \ =] and
J-1

(”) VJEN 2 SJ <n | a,t(j) | < 1+Z| a,[(k) | (Un(k) —Ln(k))
k=1

Proof. We will demonstrate by induction upon n. Let n = /. By hypothesis we have that
for every x from the interval

+ - + -
[27 Ly —a;Up,af Uy —aj L]
there exists an integer x,, L, <x, < U, , such that a;x; = x, from where we have

[a)' L, —a,U,,a/U, ~a/ L] U[alxl’alx,]

1‘1 le SL’I

On the other hand, by lemma 1 it follows that

Ulax,ax]c [aL, ~a U, a/U, —a; L]

LI SX] SUl

so we will have the equality:

Ulax,ax]=[a'L -a U, aU -a/ L]

I‘l 5)'1 SL’I

from where applying lemma 2 in which L = U = 0 we have that la; = 1,s0 forn =1
the conclusion is verified. We may assume now that the theorem is true for n-/ and we
will get the conclusion for n. Let

n—|
L:Z(ajLi ~a;U,)

n-1|
U= Z(ai’ Ui —ajL;)
1=1

19
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By the induction hypothesis it results that a permutation 7 of the set {12 . nl}

exists such that
id ='(l) | /

and
|
vieN 2<ji<n-l  |ag <1+ 2‘ a0 | (Unn) ~ L vy)
‘ k=1
We define a permutation @ of the set {7, 2, ..., n}as
, n'(), if 1<i<n-1
(1) = o
: , if 1=n

and we have 1o show (for the rest of the values the relation is true by the induction

hypothesis) that
n-l
|2, ST+ Z[ a0 | (Ury — L)
k=1
but since 7(n) = n, this brings us to show that

n-1
Y 2, <1+ ) |a; [ (Ui =Ly)

i=1
The theorem hypothesis says that for every x from the interval
[L+a’L, -a;U,, U+a,U; —a,L,]
there exist the integers x,, x5, ..., X, such that

a,X; +a,X, +...+a,X, =X, and
VieN, 1<i<n Li<x;<U
This hypothesis combined with lemma 2 and with the Banerjee's equations (4) fof
computing the limits for a sum shows that for every x from
+ — -_—
[L+ajl, —a,U,,U+a U, —a,L,]
n-J
there exists integers w = z:aixi and x, , such that
i=1
X=wtaxX,.
[ <w<U;

| Ln<x,sU,;
It follows then that we have the relation

20
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n

H"
v ’ r - v ’ I
[l,+d"l,“ “nUn‘l]"‘nUn “nl’l\l( LJ“"“"X”’”*;l X"I
Yl| I n
On lemma 1 we obtain immediately also that

. J . . |
UL +a,x, .U +a,x, |« [L+va,l, aU U+valll, —a,l, ]

’ i 1/
SN, SU,

so it follows the equality
Uy

Ull‘ + (1”,\'” ‘l/" o an“\.n ] = [L + (l,: Ln - an U

"/'y:

" -
| U +ra, U, —a l ]

and now we can apply lemma 2, from where it results

!an| —<-U"L+1

which means

n-1
la, |$1+Z|ai [(U; -L;)
i=1
Now the relation is verified for every a; withj = 2,...,n and so the theorem is proved.

4. Conclusions

The GCD test and the Banerjee test are the two tests commonly used in order to
determine whether a dependence equation has an integer solution subject to the
constraints imposed by the loop limits. The GCD test computes the greatest common
divisor of the coefficients of the dependence equation. If the ged does not divide the
RHS then the conclusion of the test is that there is no dependence, otherwise there may
be a dependence. The Bancrjee test computes the extreme values assumed by the LHS
expression under the constraints imposed by the loop limits. If min < a; < max is not
true then we conclude no dependence, otherwisc there may be a dependence. So, it is
obvious that neither the GCD test nor the Banerjee test provide any definite data
dependence information.

In lemma 2 and theorems 4 and 5 we have presented sufficient and necessary
conditions for the Banerjee test to be exact. Taking also into account the empirical
practical evaluations of the forms of the data dependence equations we can conclude
that in practice the application by a parallelizing compiler of the Banerjee test together
with the conditions stated in this paper proves to be an exact method.
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