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ACTIVE LEARNING FOR IMPROVING THE PERFORMANCES
OF NEURAL NETWORKS

CALIN ENACHESCU

Abstract. Neural networks learn, they absorb experience, and modify their
internal structure in order to accomplish a given task. Ior a neural network
you do not need to find "rules” that characterise a given task. From this
point of view, the approximation of a function is equivalent with the problem
of training a neural network. In other words, to approximate a function is
equivalent to synthesise an associative memory that generates the appropriate
output when an input is presented at the input layer and generalises correctly
when a new input is presented at the input layer. In the classical forms
of supervised learning, the training set is chosen according to some known
or random given distribution. The trainer is a passive agent in the sense
that he is not able to interact with the training set in order to improve
the performances of the neural networks learning. We will investigate some
possibilities that allow the trainer to become active and we will analyse the
performances of such supervised learning.

1. Introduction

The main feature of the neural computingis the learning capability. Learn-
ing is a general concept that must be studied from a mathematical perspective.
In this paper we will focus on supervised learning, where we have a ”trainer”
that provides the desired responses for the neuronal network. when an input
is presented to the neural network. In this way we will have a training set
T = {(x;,2;)li=1,2,...,N}, where x; is the input and z, is the desired out-
put of the neural nctwork provided by the trainer.

Usually, the trainer has a passive role, being capable to indicate only the
desired output values z;, without having any vole in indicating where should be
chosen the training samples. In the training process we encounter regions where
the learning process is “difficult” or "easy” related to some error measure. In
order to improve the performances of the supervised learning process of a neural
network, the trainer should give a bigger attention to the "diflicult” regions, by
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gions. In this way the trainer’s ro|

€8
nce in the learning process.

choosing more training samples from .111.a,t re
become more active, having a dynamic mflue

9. Mathematical aspects of supervised learning

The supervised learning of the neural networks uses a training set hag the

following form:

P {(xnm)li=1,2,..., N} ()

where x; € R" is the n-dimensional input vector, and z; € R.m 1S the .
dimensional target vector that is provided by a trainer. N E'N is a constant
that represents the number ol training samples. Usually the Lralmng set 1" is oh.
tained from a probabilistic known distribution. In the classical supervised learning
strategy [7] the trainer is a static agent. Using the probabilistic distribution he
selects a certain input vector x;, and provides the appropriate target vector z;
The learning algorithm will compute the difference between the output generated
by the neural network y; and the desired target vector z;, which will represent the
error signal:

ei:yi—zi,i:I,Q,...,J’V (2)

The signal error is used to adapt the synaptic weights w;; using a gradient
descendent strategy [7]:

OF
6”(1/‘]','

wji; = wj; + 7 (3)
where 7 € (0,1) is the learning rate, controlling the descent slope on the error
surface which is corresponding to the error function E-

1 &
b= '-Z'L(yz‘-— z;)* (4)

1=

Let us consider a physical phenomena described by a vector x € R" which
corresponds to a set of independent random variabl

h : . es, and a real' number z € R
that represents a dependent variable. Let us consider that we have N distinct
measurements (observations) of variabje x-

XI,XL’.X;;,...,XN (J)

. 'A neural network with m oulput ne
with only one output neuron.
a neural network with a
In conclusion, we are al

This .‘"ZOHS can be considered as m distinct neural necwo.l‘k*
lowed to con o on mst;ea'd of a neural network with m output ncutfﬂ :
onsider, when it jg necessary v,z € R instead of y, % € R™.
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da corresponding set of scalars z:

A

21, 22,23,..., 2N (6)
‘ ut the exact relationship
. For this reason we will consider a relation

Usually we do not have enough information abo
(hat exist among the variable x and »
represen'(.ed by the following equation:

F= S te (7)
where fisa func_tlon which depends on the variable x. and = is the eTror represented
by a random variable. The error ¢ represents the mistake made in order to estimate
the existing functional relation between variables x and 2. Equation (7) is a krown

statistical model, named regressive model. Using statistical relations [22], we are
now able to express the function f of the regressive model as:

f(x) = Ez|x] (%)

where E[z|x] represents the conditional statistical average, namely, we will have
on average the target value z if he has a particular realisation of variable x. In
particular, if the functional relation between variables x and z is known precisely,
then we can consider in the regressive model the ideal case ¢ = 0.

A neural network is a physical mechanism to implement what we have
stated in the regressive model: the prediction of z on the bases of x. This main
goal is achieved by encoding the information content in the training set (1) in the
synaptic weights w;;. It is quite clear that from the neural computing point of
view x represents the input vector presented at the input layer, and z represents
the target vector that we wish to obtain at the output layer of the neural network.

We will note with w the synaptic weights vector of the neural network
that is supposed to approximate the regressive mode! (7). By applying the input
vector to the input layer of the neural network, and by propagating it through the
output layer we can write the following equation [2}:

y = F(x,w) (9)

Because the training set 7' = {(xi, 2:)|7 = 1,2,..., N} contains also the
target vectors z provided by the trainer it is clear the equivalence with the super-
}/ised learning paradigm. For this reason the modification of the synaptic weights
s done using an iterative process, as a response to the error signal (2)

. The supervised learning algorithm will optimise the following error func-
lon | ip respect with the synaptic weights w of the neural network:

B(w) = L Ble?] = 3 Bl = v)°) = 5 E= = Flxw) (10)

\ This mathematical background related to supervised learm.ng wou‘ld nofi
’® complete if we do not outline the fact that a neural netwqu is a ufmvet;:a
APProximator of any continuos functions [3, 4, 8, 9]. The architecture ot such a
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neural network is equivalent to a multylayer perco;}?t,mn ‘h.a\‘/n}g t,l;ree l_ayers (an
input layer, an output layer and a hidden layer). Ih@ ?;,(rtlva:}on unction Of_the
neurons in the hidden layer must be any non-polynomia unvc ‘,wn a.pd the actiy,.
tion function of the ncuron (neurons) in the output ‘layer can be a linear functiop,
or an average function of the output values of.th !nddon neurons [10]. F'l'om bhis
point of view a neural network 18 an n.pproxnnm{,t,mn scllelme that permits us to
approximate at any accuracy any continuos fun(‘:t?on, ;')r()v'lrlvdA wa? -have an cnough
number of hidden neurons [1, 5, 8]. The a.pprox1ma,tlon 15 obta.uu’ad_ th'rough the
supervised learning process, which is based on an 1tm"at‘1ve modlﬁc;?t].r)n of the
synaptic weights of the neural network. Presenting repet:n,wely the training set e
will be capable to attain a good generalisation power with the neural network,

3. Active supervised learning

In our presentation of the supervised learning we have outlined the equiy-
alence between the statistical regressive model and the supervised learning of a
feedforward neural network. The trainer has a passive role of in the learning
process being a simple recipient of passive information about the target function
(function to be approximated). 7 We want to determine, if we can consider a
more active role for the trainer in the learning process, so, instead of giving only
the target vector z for a specific input vector X, to try to indicate which input
vector should be selected from the training set, in order to improve the learning
capabilities of the neural network, which is equivalent to approximate better with
the neural network F' the target function f. We can consider that for a specific
target function f we have some arcas where the function is more “difficult” to be
learned (approximated) and so the trainer should choose more
to reduce the approximation error.

I conclusion, we can speak about ” difficult”
target function is approximated. A ”difficult” r
with a high approximation error and apy " easy”
with a low approximation error (close to zero)
ous one because we did not, establish the
error” from ”low approximation error”
definitions are not so important, because

examples in order

and ”easy” regions where the
egion will be considered a region
region will be considered a region
. This definition is not a very rigor-
limit that delimits "high approximation
We will see in the next pages that these
consider, "high approximation crror” w: from the .leal'ning algoritbm thiab we' WII,I

: Mg ap aton error” will be considered the maximum error ob
t;famed on the regions which constitute the definition domain of th;? target function

It is obvious that our active le
tion: the trainer is allowed to choose
task of approximating the

arming is based on a fundamental assump-
his own examples in order to accomplish the

r‘), e [, ~ ks N 2 . 1 .
arget function ag well it is possible. In this assumption
82
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the trainer should be capable to decide which are the ” difficult” regions to approx-
imate the target function and to pick np a learning sample from that ” difficult”
regi(m-

In our analyse we will compare passive supervised learning with the active
supCl‘\'iS(‘d learning, keeping unchanged the other parameters that influence the
Jearning process. In this approach the only difference between passive and active
lcarning consists only in the way the learning examples are chosen. Another goal
of our paper will be to develop a general frame for choosing the examples for the
approximation of real functions. We will make also somne simulations in order to
prove the validity of the theoretical results presented here

We will need to introduce the following terms:

o F the set of functions defined on set D with values in set ¥ where ¥ C R.

={/:DCR"—>Y CR} (11)

The target function f that should be approximated by an approximation
scheme (a neural network) belongs to the set F of functions.
o The training (learning) set 7' is composed by pairs of elements:

T = {(X,’,Z;‘) €D,z = _;F(X,'),i: 1:2;.. .,f\'r} (12)

e H is an approximation scheme. This means that / does not contain only a set
of functions defined on the set D with values in the set Y, but also the algorithm
what the trainer is using to choose the approximator function F' € H, based on
the learning set 7'. In other words we will denote by H a couple < H, A >, where
H 1s a the set of functions from where we will chose the approximator function F,
and A is an algorithm which has as input the learning set 7', and generates at the
output the approximator function I € H.

¢ dc will represent a metric that measures how good is the approximation made
by the trainer. More precisely, the metrics d¢ measures the error on a subset
C' C D. This metrics will have the following properties:

¢ VC,,Cy C D,Cy C Coyde, (f1, f2) < de,(fi, fa);

e dp(f1, f2) is the distance between two functions on the whole definition
set I); it represents the basic criterion to measure the quality of approximation.
¢ (' represents a partition of domain D. We will suppose that all the data points
from domain D, which will be chosen to approximate the talget function f, par-
tition the domain 12 in a number of disjoint sets ; € C U -, Ci=D.

The trainer’s main objective can be stated as follows: operating with an
approximation scheme H, based on the learning set I') obtain the approximator
function 1 € 11 of the target function f.

In the literature the most widely used criteria to measure the performance
of the learning algorithms is the PAC criteria (Probably Approximately Correct)

o0
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[14].

4. Algorithms for active learning

In the previous paragraphs we have introduced the concepts of p

. . . . . ]‘S‘HVG‘
‘lll)( I 18€ l l (llllllig. e Yy « n (I 1N ll]] 5 Cas ){ DA v ]V

SUPQTViSQr]
: ~ : ‘hoose his training samples according
learning, the trainer is supposed to choose his training I ding to Some

probabilistic distribution defined on domain D. If the passive leflr)?ing Process wi|
be successful, the neural network implemented to learn the trammg samples v
correspond to an approximator function I, so that we have to obtain the re
de(F, f) <¢ with a probability greater than 1 — 4. N |

As an alternative, in the active learning the training will have the pOssi-
bility to choose according to some strategy the training examples from the domajy,
D where the target function f is defined. At a certain moment in learning process
the training set will contain some valuable information about the target funct

f/ that has to be approximated by the means of the neural network. Particul
the training set contains information about the

where there is a “high” approximation error.
more examples in this ”difficult, region”
tion error. In conclusion, we have to de
In the sense that the trainer can decid
the learning process.

First, let us establish the mathemati
anism of active learning.

Considering the domain D, the trainer can access all the data from the
following general training set:

I
]

]a«”’)h

1on
arly,
?difficult regions” to be learned
Of course, the trainer will choose
, In order to decrease the total approxima-
velop a learning strategy that will be actjve
e which will be the next training sample in

cal arguments that describe the mech-

T=1iw)lxi € Dz = f(x;),i=12 L NY (13)

the neural network), after the learning
iction F' ¢ H | using a learning algorithm
ay to the training set.

lowing notations:

LSO a D=

The approximation schema J7 (
will generate an approximator fu
A that corresponds in the best w

We will use also the fol
¢« C={C,Cy

process,

2 S . .
~»PN7, a partition of domain D;

Fr={ferF

The functions belon

that are passing throug
function is a me

J(x;) = 2, V(xi, 2;) € T} (14)

glug to the class of functions Fp are the functions
h the pomts of the

) . training set 7" Evidently, the target
mber of {))e set Fop, i |

e )
Ihe numbey p of regions ip
the specifie

which the do. i
geomerry main [) jg

domaiy 1) For “Xample, if 1) i,

I)il]"iti()l’](‘d by N l)()ints depends on

y @ real interval then p = N + 1
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We are now capable to define the following error criteria [11]:
ec(H, T\ F) =supdc(I', [), f ¢ Fr (15)

The meaning of this error is very important. eq (I, T) measures the
maximum error of the approximation schema (neural network) on the region €.
This error 1s dependant on the training set and on the class of functions trj which
the target function belongs. As we can see it does not depend directly on the target
function (function to be approximated), but we cannot, forget that this dependency
is already captured in the training set, so the target function is present in the above
equation.

In this moment we have a certain measurement scherna of the uncertainty
on different regions of the domain ). In other words, we have now the possibility
to define what is a “difficult region” for learning. From now on, we will consider
a difficult region for learning a region C; that has the biggest error according
to equation (16).

In this way, we have a natural approach for active learning:

Choose the next training sample from the difficult region for

learning.

Let us suppose we define the procedure that gives us the possibility to
choose the next training sample from the most difficult region for learning with

P. This procedure can be very simple:

Procedure P : Choose the sample as the gravity centre of region C; that
is the most difficult region for learning.

Of course this procedure can be adapted to the wishes of the trainer and
to the particular form of the target function f.

If we are approximating a one dimensional real function, as we have seen
before a region is an interval C; = [x;, i41], then the next training sample will

be:

Ti+ Xiq N
Tnew = ——2‘— (lb\

We have now a possible active strategy for supervised learning. Let us
suppose that at one moment the trainer has obtained the new training sample
Xnew € D. The next thing the trainer will want to know will be the value of the
This value will belong to the following data set:

Fr(x) = {f(x)|] € Fr} (17)

If the requested value is z € Fp(x), in this moment the trainer has a new

supervised training pair (x,ew, 2) which can be added to the existing training set

target function in this point.
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T, obtaining a new training sct:
| 7= T (Xnew s #) 08

L schema H can now reconsider the approximat, fune

The approximation e e
' * the basis of the new tramng set /4.
tion [, on the basi

o (1,10 F) =wsup(F* [), [ € Ire (19

In this moment the crror ec:(H,T*,F) ropros«wnir l,llfz hIg'}'.(;# POSSibe.
orror related to the new training set 7. When we 4‘,h<‘;()s'.<: [ lf’ztl.n(,w 't,}rammg SaImpe
Xoon € D we do not know it we have the nl(*«‘vsﬁn‘ry ml()rlr‘utm lon a )r.)ut, the valy.
;wt"(tl‘w target function in this point. A possible strategy 1o avoid this probley, .

" & 1wely - which is producing the higheg
to choose the “worst case” | namely the value which is producing highest

error
if Xpero € D is the new training sample. . ‘
With this approach, the total error on domain [ will be:
sup ep(H,T*,FY= sup ep(H,T U {Xnew,z}, F) (20)

:€Fr(x) z€Fp(x)

Our intention 1s to obtain the training sample that minimises the maxima]

error. In this respect the new training sample should be chosen according to the
following formula:

Tnew = argmin sup ep(H,TU{x,z}, F) (21)
€D ;e Fp (x)

Using this strategy we are now able to define the following algorithm for
active supervised learning. This algorithm gives the trainer the necessary tool
to choose the optimal training samples that will improve the supervised learning
performances of the approximation schema, (neural network).
Step 1: j := 1. Choose the first irainin

g sample (x;, z;) according to procedure
P.
'). . . . . . . . . . Q
f‘te;()‘ 2: B;sed on the new traiming example, partition domain D in the regions
—1l,L2...,0C o

J

Step 3: Compute the errors cc,, for every ¢ = 1, 2,.
Step 4: Suppose at Step j domain 1)
According to procedure P
ing the new training point
(x;41,2;) := (Xnew, 2).

<y Py
Is partitioned in the regions Cy,Cy, ..., Cp
we will choose in the most difficult region for learn-

Xnew € D, Let us consider the new training sample

l’F e/,(ll,’l',}') < e THEN

N = 73
CXit;

J

ELSE

{
J J A

K6



ACTIVE LEARNING FOR IMPROVING
GOTO Step 2;

THE PERFORMANCES OF NEURAI NETWORKS

An important calc fon s : .
p t calculation is made i our algorithim to obtain the error over

the entire domain ¢, (H, T\ F). This error represents a measure of the highest
POSSiNC error made by the approximation schema (neural network) in order to
approximate a target function from x using the training set 7. If we want an
independent approximation schema we have to minimise the error ep (I, T F)
relative to all the possible approximation schemes: ‘ o

int(H, D, I') (22)

5. Experiments, simulations and conclusions

Tlu‘% learning process was carried out in two phases [4, 13]:
- Unsupervised learning phase [3] in order to determine the following unknown
parameters: t; € R™ the centres of the clusters of the input data and o; the radius
of the clusters.
- Supervised learning phase in order to determine the synaptic weights k; € R..
The supervised learning phase was done using three different types of
traming:
1. Random passive - the training set was generated randomly from the domain
D.
2. Uniform passive - the training set was generated using a uniform distribution
on domain D.
3. Active - the training set was determined using the active learning algorithm
presented earlier in this paper.
The experiments werc made in order to approximate the following target

function:

3
F:[0,1] =R, f(z) = (l—é—) +§17 (23)

The training set generated by one of the three methods was presented

repeatedly in epochs of 1000, 5000 and 10.000 times.
The rulers situated in the bottom of each figure represent the distribution

of the training points. ' _
One can observe in Figures 3 that correspond ‘to ‘thc actlvc‘supgrwsed
Jearning the way in which the training sa'm:]ples are dlSt-l‘ll’)ut('fd. The Fhﬂ‘icult
regions for learning are those where the training points have a lugher (len.s1ty, and
in our case these regions correspond to the regions Wl‘lel.'e the target flll’lC-thI.l has a
higher slope. The regions where the target funcuon it 1s casy to be a.ppro:wnmted
the trainer needs just a few examples. These are the easy regions for learning, and

in our case for these regions correspond a very slow slope.

87



CALIN ENACHESCU

M Yrainine Poir
HilCantras

Tarpet Funmcotion
Neur 21 Neatwor
te

[

/
ya
//'
.’/’r‘ '
e b ——t- e B Yt —_—
[ 0.1 0.2 0.3 0.9 0.% D.6 0.7 0.8 0.s o 1
LU L R UL L L R L )

Learning Error: 0O

L ODN39366496327

Generalisation Error: %.98244244%e-Dg

FIGURE 1. Approximation of the target function (24) by an RBF
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rithm: N = 100, 10000

random passive supervised learning algo-
epochs, 25 centres

epochs | random passive uniform passive active ﬁ
1.000 | E; = 0.00111933647 | E, = 0.00538G671535 | E) = 0.0059396864347
Ey = 2.00543792¢-5 | F, = 9.2567411:?)31;%59 = 0.00030530607@

5.000 | £y = 0.00042799210 | E, = 6.774175260-6 | E; = 8.411126178e-5 |

j | £y = 6.62271543¢-6 By = 1.19316687e-6 | Fg = 1.167369815e-5 ;
10.000 | By = 0.00039366463 | F;, = 0.99375032e-5 | E; = 5.3865073736-5 |

, E, = 5.9824424424/” E, = ].012‘27192(3-5_’ Eq = 5.824087429¢-7 ;

Analysing the learning
only the learning error £, but
to the error generated by the p
the training set. This gener
performances of different ap|
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FIGURE 2. Approximation of the target function (24) by an RBF

neural network using a uniform passive supervised learning algo-
rithm: N = 100, 10000 epochs, 25 centres.
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