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A GRAPH MODEL OF DISTRIBUTED DATABASE SYSTEMS

ZOLTAN KASA AND VIORICA VARGA

Abstract. In this paper we deal with a graph model of the distributed data-
base systems, in which the nearest sites with some given properties can be
easily found.

1. Introduction

A distributed database system consists of a collection of sites connected
in a network by some kind of communication lines, in which each site is a properly
database system, but a user at any site can access data at any other sites (2, 3]. By
point of view of any user the system must look as a nondistributed one. There are
several reasons why, for a distributed system to be successful it must be relational.

A system supports data fragmentation if a given stored relation can be
divided up in pieces (so-called fragments) for physical storage purposes. Frag-
mentation is for performance reasons. In such a case data can be stored at the
locations where they are most frequently used, operations are local, network traffic
reduced.

There are two kind of fragmentations: horizontal and vertical. Let R[A;,
Ag, -+, An] be arelation, where A4;, i =1, n are attributes. A horizontal fragment
is obtained by a restriction: R; = 0cona(R), where cond 1s the guard condition.
The initial relation can be reconstructed by union of the horizontal fragments:

R:R1UR2UURm )
A vertical fragment is obtained by a projection operation:

R; = I (R),

{44)(1 1Akr_3 o 714)&'},}
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Such a fragmentation must be nop),

| = 1,p are attrbutes. .
ted by join of vertical fragments: R

1d be reconstruc

where Ak,
=R, o

initial relation wou

R2® " ®Rg : ‘ .
A system with fragmentation should also support fragmentation indepe,

dence, 1.e. users should be able to work as in the case of nonfragmented (
is the of the system optimizer to ¢
accessed in order to satisfy any given user query.
A system supports data replication if a given stored relation or 3 fraginen:

many distinct copies or replicas, stored at many distir;f.t‘
of data replication resides in local operations on dat,
The major disadvantage is that updated replicated data must be updated at an
Replications must be transparent to the user apg

<ites where there exist copies.
the system optimizer 1s responsible for choose the nearest sites to satisfy a user

i i at
determine which fragments need to be phyqi? ”It
[» /a', y

can be represented by
sites. The main advantage

request.
In a distributed system the query optimization 1is more important than

In a query which involve several sites, there will be many

in a centralized one.
a, and the strategy which 1is used is

possible ways to access the corresponding dat
crucial. Strategies can be easily modeled by graphs.

2. The Graph Model

We consider a graph G = (V, E) associated with a distributed database

system: the sites are represented by vertices (V) and direct connections between
system are characterized

sites by corresponding edges (). The data stored in the
by some properties, the same data by same properties anywhere they are. The
same data can be found at many sites.

Problem 2.1. For a given vertex i find the nearcst sites which satisfy a gwen
property.
The corresponding graph problem is:

terized by SOME

Problem 2.2. Let given a graph, in which each vertex s charac
erty.

properties. For a given verlex find the nearest vertex which satisfy a given prop

Let us denote by 1'(z) the set of all adjacent vertices of x (vertices which

are (;()nn,(:(\:t(:d by an (adg(; to .B)
S wli:l}(: ‘f;)‘l:o?/m.g br'cadt.h-ﬁ_rst, algmithm [1] determines the nearest verts;
™ ith the given property P. When a vertex is visited it s marked ©
inserted 1]n} an nitially empty queue (). At the beginning all vertices are unmaﬂ.\/?( )
is true for lj(tj";’fr)j:(:;i”;.(];1"&/"""‘!. (’;').‘/i'sii:s the unmarked vertex z, marks it, tests !
CHvas, then-exats, il it is not then insert @ in the queue Q:

procedure Visit (z):

if P is true for o then ext
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else mark z
msert » in Q
end if

end procedure

Problem 2.1 is resolved by the following algorithm:

rocedure Nearest (i):
Visit (1)
while Q is nonempty do
let  be the removed front element of
for all unmarked j € T'(z) do Visit (j)
end while
end procedure
Let us denote by P = (Py, P2, -+  P,) the set of properties characterizing
{he data in the system, and by m the number of sites (m = [V]). Let us consider

the matrix

d=(dij) : _ T m

i
-

I,n
nimal distance from the site i to the site for
> 0. If there is no sites with property Fj,

o~

Il

in which d; j; — 1 represents the mi
which the property Fj is true, if dij
reachable from the site ¢, then di; = 0.

distances to vertices which

Problem 2.3. For a given vertez 1 find the minimal

satisfy the properties P;.
ertex i, marks it, and assign to

) visits the unmarked v
the value

Procedure VisitZ (1 | ‘
d;; the correspondent distance k il P; 1s true for 1. 'To increase correctly
of k we will use two queucs:

procedure Visit2 (i)
forj=1,2,--" do

if di;=0 and P; is true = k end if

for ¢ then di j
end for
mark ¢
insert 7 in Q1

end procedure

The algorithm which resolves the problem 2.3 is the following:
e ; .

ot
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procedure Distance (1) | '
for j:=1,2,--,n do d; ;=0 end for
Initialize the queue Q1
k=1 Visit2 (i); k:=2
Move @ to @2
Repeat
Initiahize @
while @5 is nonempty do
let » be the removed front element of ()2
for all unmarked y € ['(2) do Visit2 (y) end for
end while
Move @ to Q2;  ki=k+1
until Q; becomes empty
end procedure

Using the matrix d we can characterize the entire system. Let us denote
by (k) the number of copies of the data characterized by P, this is the number
of 1's in the k*" column of d (see the example).
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We can define the average value of the copjes:

This value can vary between 0 and m = [V|. The case 1 < k < m is
teresting only. If k < 1, then there exists at least one k for which x(k) = 0
i.e. the corresponding property Py is false for all sites. If x = 1 each dala in (he
system exists only at a single site, but if k = V[ each data exists at all sites.

If k(k) = 0 for a given k, then the corresponding column (the kR column)
in the matrix d must be identically equal to 0.

If in the matrix d there exists an element equal to 0, but not the entirely
column, the corresponding graph is disconnected.

Problem 2.4. Having the distance matriz d, find a path from the site i to the sute
for which Pj 1s true.

If d; ; = O then the target site cannot be reached, the graph is discon-
nected. If d; ; = 1 then the target site is identical to the source one. The following
algorithm is given for d; ; > 1, and finds a the possible path with the given prop-

erty.

procedure Path (2, )
mark ¢
k= di)j -1
while £ > 0 do
for all unmarked y € I'(i) do
mark y

ifd(y,7) =* thent:=Yy
memorize y
ko=k—1

exit the loop for

end if
end for
end while

end procedure
. Aivact C o e ' two sites 1s broke

Ifin the distributed systeni a (h}uL connec tion l,etwecu' g li\ n,
We must recornpute the distarce matrix. This can be made easily by the above

algorithms.
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3. Conclusions

Breadth-first search algorithms are well-known in graph theory. we hay
presented a breadth-first search algorithm to find data characterized by some Cone
ditions in a distributed database system. This algorithm can be used in a dynami‘
manner i.e. after any modification in the structure of the system (lost, Connection:
new connections) a simple rocalculation of the distance matrix ensures the m;mlli

tenance of the system.
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