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Multiprotocol Label Switching is a label-based packet switching technique.
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Linux implementation using Netfilter

*Netfilter* is a framework inside Linux kernel which enables “packet mangling”.
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### Network Layers

- **Physical Layer**
- **Data Link Layer (Ethernet)**
- **Network Layer (IP)**
- **Transport Layer (TCP)**
- **MPLS**
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Netfilter is a framework inside Linux kernel which enables “packet mangling”.
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