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Discrete Event Simulation

In discrete-event simulation, the operation of a system IS represented as a
chronological sequence of events. Each event occurs at an instant in time and
marks a change of state in the system [1]. For example, if an elevator is simulated,
an event could be "level 6 button pressed", with the resulting system state of “lift
m?vin?" and eventually (unless one chooses to simulate the fatlure of the Iift) “lift
at level 6".

A common exercise in learning how to build discrete-event simulations IS to
model a queue, such as customers arriving at a bank to be served by a teller. In
this example, the system entities are CUSTOMER-QUEUE and TELLERS. The
system events are CUSTOMER-ARRIVAL and CUSTOMER-DEPARTURE.
(The event of TELLER-BEGINS-SERVICE can be part of the logic of the arrival
and departure events.) The system states, which are changed by these events, are
NUMBER-OF-CUSTOMERS-IN-THE-QUEUE (an iInteger from O to n) and
TELLER-STATUS (busy or idle). The random variables that need to be
characterized to model this system stochastically are CUSTOMER-
INTERARRIVAL-TIME and TELLER-SERVICE-TIME.

A number of mechanisms have been proposed for carrying out discrete-event
simulation, among them are the event-based, activity-based, process-based and
three- phase approaches (Pidd, 1998). The three- -phase approach Is used by a
number of commercial simulation software packages, but from the user's point of
view, the specifics of the underlying simulation method are generally hidden.
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The Components
Discrete-Event Simulation

In addition to the representation of syste
happens when system events occur, disc

following:

 Clock

*The simulation must ke
measurement units are suit
simulations, as opposed
Instantaneous — the
oroceeds.
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Components of a Discrete-Event Simulation

Events List

* The simulation maintains at least one
called the pending event set because it
previously simulated event but have yet to
described by the time at which it occurs anc
be used to simulate that e

parameterized, in which case
event code.

*\When events are instanta
sequences of events. Some
be specified as an interval,
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Components of a Discrete-Event Simulation

Events LList ...

»Single-threaded simulation engines based on instantaneous events have just one

current event. In contrast, multi-threaded Simulation engines and Simulation
engines supporting an interval-based event model may have multiple current
events. In both cases, there are significant problems with synchronization between
current events.

* The pending event set is typically organized as a priority queue, sorted by event
time.[2] That is, regardless of the order in which events are added to the event set,
they are removed in strictly chronological order. Several general-purpose priority
queue algorithms have proven effective for discrete-event simulation,[3] most
notably, the splay tree. More recent alternatives include skip lists and calendar
queues.[4]

 Typically, events are scheduled dynamically as the simulation proceeds. For
example, in the bank example noted above, the event CUSTOMER-ARRIVAL at
time t would, if the CUSTOMER_QUEUE was empty and TELLER was idle,
include the creation of the subsequent event CUSTOMER-DEPARTURE to occur
at time t+s, where s is a number generated from the SERVICE-TIME distribution.



Components of a Discrete-Event Simulation
Random-Number Generators

 The simulation needs to generate random variables of various Kinds, depending on

the system model. This is accomplished by one or more Pseudorandom numbober
generators. The use of pseudorandom numbers as opposed to true random
numbers is a benefit should a simulation need a rerun with exactly the same
behavior.

*One of the problems with the random number distributions used in discrete-event
simulation is that the steady-state distributions of event times may not be known
In advance. As a result, the initial set of events placed into the pending event set
will not have arrival times representative of the steady-state distribution. This
problem is typically solved by bootstrapping the simulation model. Only a limited
effort is made to assign realistic times to the initial set of pending events. These
events, however, schedule additional events, and with time, the distribution of
event times approaches its steady state. This is called bootstrapping the simulation
model. In gathering statistics from the running model, it IS important to either
disregard events that occur before the steady state IS reached or to run the
simulation for long enough that the bootstrapping behavior is overwhelmed by
steady-state behavior. (This use of the term bootstrapping can be contrasted with
its use in both statistics and computing.)
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Components of a Di

Statistics

* The simulation typically keeps tra
the aspects of interest. In the bank e
waiting times.

Ending Conditr

* Because events are boa
run forever. So the simt
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Simulation Engine Los

The main loop of a discrete-event simulatior

Start -

= Initialize Ending Condition to F

= Initialize system state variables.

= |nitialize Clock (usually starts at simt

= Schedule an initial event (i.e., put some

* “Do loop” or “W

While (Ending Condit
= Set clock to next eve
= Do next event and re
= Update statistics.
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Design Phase
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Validation of Design

a) Conceptual Phase: de
system, and formulate tl
various subsystems. Identify
the performance of the mode
track them.

Validation by
design in detail.

Validation by trac
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Validation of Design

b) Implementation Phase:
model; coding the model;

Validation by checkpomts anc

The latter two re
been identified

information betwee
This blends into the
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Verification Phase

Does the system that has
specifications?

At this point, the desig

and this phase is not
mistakes. It should Catch

actual  impleme
specifications.

How: code
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Validation Phase

At this point we have a ru
believe satisties the design
because the design was achie
experience in designing
using some design validatio
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What does Validation Consist of?

A) Comparison of results ¢
with historical data;

B) Use of the simulat
behavior of the real sys
prediction with actual behavic

Both of these
comes to valide

theory must not
facts"; it must

available through
subject to falsificati



How do you determine that
system has been validated?

Even in Physics, theoretica
match experimental results €

Solution: run statistical te
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Simulation Run:

This is an uninterrupted recording of the simulation
system's performance given a specified combination
of controllable variables: range of values, values of
some parameter, queue arrival distributions, etc.

Simulation Duplication:

This is a recording of the simulation system's
performance given the same or replicated conditions
and/or combinations, but with different random
variates.

This is also related to "regression testing": a correct

model (or piece of software) must satisfy certain
input/output relations. Any time the software is
modified it must pass all the old tests; if it is
"improved”, it must pass all the old tests plus
appropriate new ones.



Simulation Observation:

This is a simulation run or a s
run that is sufficient for estima
the performance measures.

Steady State or Stable

This state of a simulation sys
successive system performance
statistically indistinguist the se
no new informatio

system.

Steady State corresp

solution of a differe
State corresponds to ¢
likely, to an ¢ '



How do we identify
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Transient State:

The time (and set of performance measurements) that
correspond to the initial conditions becoming insignificant to
the future behavior of the system.

Some systems may have no Steady State, so that no
termination for a Transient State could be identified.

Most simulations appear to be interested in examining the
steady state behavior. This is appropriate under some
conditions - and in the case where modeling based on
discrete queueing theory is being used: most such queueing
theory results depend on our being able to obtain steady
state predictions.

There are other situations where the transient state may
be the most important, since that is where system queues
(or buffers) might be overloaded. The "usual solution® is to
provide enough system capacity to handle "most" transients.
This requires that we find good prediction for the size of all
"transients" in the measures of performance.



A further problem with transients is that the actual
behavior depends on the exact initial conditions of the
system.

As it turns out, some systems may have very complex
initial conditions - possibly extending over long periods Of
time.

Some systems may exhibit very complex behavior - so that
some initial conditions will tend to one steady state (or, more
generally, an "attractor" which may exhibit a very complex
geometry) while others will lead to another alll without
varying the parameters of the system. These are so-called
bistable (or multistable) systems.

Studying transient behavior will thus require a large
number of runs; a possibly complex geometric analysis of
the "phase-space"” of the system; the ability to describe and
set arbitrary initial conditions for the system; and
sophisticated statistical techniques to determine means,
variances and other statistics of the relevant performance
measures.



If one wishes to avoid deali
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What is Validation?

How accurately is the simulat
the actual physical system b

Several terms have been
to techniques that help in &
One must always remember t CRAEre IS ner Way: to
prove that the model i
reality. o

All we can prove
able to set up enc

passing of all the
conclude that t
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Internal Validity.

This is affected by
"noise" effects: stoche
variance due to internal
outputs whose ansa
the changes in t
incidentals of t
approximation
singularities in so




Face Validity.

Compare model output res
results of the real system.

Variable-Parameter Validity:

Compare sensitivity to sma
parameters or initi alues
Compare model dep ie
looking for the s

Event or Time-: Validity:

Does the model |
patterns and



()

tlon

Q)

Colle




Repetition: how many runs an
be?

Blocking: how do we avo
transient periods (this assume
steady-state behavior).

We can attempt to determi
independent in the following wa

Let the x; denote indiy
of observations. Let tk
measure be

If each if the,x SIS
performance
variance




If {x; 1 = 1 nf2} 1=
observations, we can try to
correlated. We observe that t
the two sets can be written as

1 n/?2

ean(2° 8

The variance can be itten as ¢

Where a is the
formula can Dbe
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Since the variance of the
population variance divided |




To see what negativel

assume we have obtai
observations:

)
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The coefficient of correlatio

a. = describe[covariance] (OGN SUR(GESCHEIVANECE] (DY R

describe[variance](Y)) = =2200000006
Very close to -1. What is
joint population? The formul:
run of 20 items where each
corresponding two items in the s
But (x; + yi)/2 = (r; N2 =
sample variance is giy

Negative correlatlo
independence, ile
larger variance A




If we want to estimate
different runs - i.e. runs wit
have estimated sample means ¢

/o A A2
His s, Oy,

The mean and variance of

N
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One of the problems is t
information. In this case it
long runs, in which the earl

One method that helps f
for the run involves compute
function. This is defined as:

Where x, is an obs
the observations a




The sample mean is comp
while the variance of the sat
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The Blocking Method

This simply consists of
a) Wait until transients ar

b) collect successive blocks
is such a way

independence conditic

c) Use the block
the sample mean
means.

The indepe




Discrete Event Sim

In caz discret-simulare, operarea unui sistem e
cronologica a evenimentelor. Fiecare evenimen
marcheaza 0 schimbare de stare in cadrul siste
este simulat, un eveniment ar putea fi “nivelu
rezultat de "ridicare Th miscare" si in cele di
pentru a simula un esec a ascensorulut) “ri
comun n procesul de invatare cum sa-even

Evenimentele din sistem sunt client sosire si
incepe-serviciu poate fi o parte a logicii de sosire
de state, care sunt modificate de catr
CLIENTI-IN-coada-(un numar in

sau inactiv).

Variabile aleatoare care tref
stochastic sunt client

eveniment, printre ele sunt ba
bazate pe trei faze abordari (Pi
un numar

al utilizatorului, specifi
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Components
Discrete-E Simulation

In plus fata de reprezentarea variabilelc
intampla atunci cand au loc evenimente
discrete includ urmatoarele

e Ceasul
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Components of a Discrete-Event Simulatior

Lista de evenimente

 Simularea mentine cel putin 0 lista de eveni

the pending event set, deoarece listea de
rezultatelor evenimentelor anterioare, da

este descris de la momentul la care ape
codului, care vor fi utilizate pentru a simu
codul de eveniment sa fie parametrizat, caz
contine, de asemenea, parametrii de la coc
evenimentele sunt instantanee, ile care se
secvente de evenimente. “ imulare
sa fie specificat ca un i

eveniment.

*Single threaded simulatio
current event. In contrast
engines supporting an int
events. In ambele ca ur|
evenimentele curent
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Components of a Discrete-Event
Random-Number Generators

«Simularea are nevoie pentru a genera variab
functic de modelul sistemulul. Aceasta
generatoare de numarul pseudoaleatoare.

spre deosebire de numere aleatoare adeva

nevoie de o reluare cu exact acelasi cO
distributiile de numere aleatorii utilizat la e

the steady-state distributions of event times
urmare, setul initial de evenimente plasate in setul
VOr avea sosire reprezentant or stributie la
problema este rezolvata de :
Numai un efort limitat s

evenimente Tn curs. Aceste €

si Tn timp, distribuirea ori e\

numeste procesul de bootstraj

«In colectarea de statistici de
seama, fie evenimentele care a
a rula de simulare Suf
comportament e ‘
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