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Design Phase.

This consists of using

A) our intuitive and
of the process we are t

B) our experience in desig:

reality;

C) techniques of so
aid the transitior
specification.
modular decc

Or more Sop
and enviro
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Verification Phase.

Does the system that
specifications?

At this point, the desigi
and this phase is not meant tc

It should catch
implementation froz

How: code
module interface

purpose.
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Validation Phase

At this point we have a run
believe satisfies the design

because the design was achi

experience in designing
using some design validatic
close enough to reality so th
can be meaningfully compa
"real thing".

We want to e
"adequately accu
we are interesti
established, our
explanation and p
of "good models".
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e \What does Validation Consist ofi?

A) Comparison of results
with historical data;

B) Use of the simula
behavior of the real sy
prediction with actual behav

Both of these
comes to validec
theory must not
facts"; it must
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e How do you determine that the
system has been validated?

Even in Physics, theoretical
do not match experimental exactly.

Solution: run statistical
conclude, from statistical
the probability of <

being true is

quantity.

This means that
for multiple cont
collection of all a

performanc
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Simulation Run .

This is an uninterr
simulation systems pe
specified co
variables: rang
parameter, qu
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Simulation Duplication.

This is a recording
system's performance

correct model
satisfy certain
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Simulation Observation:

This is a simulatic
a simulation run ti
estimating ti
performance
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Steady State or Stable

This state of a si
achieved when successr
formance measurements
indistinguishable - the
no new information

behavior of the system.

Steady State cor
the constant
equation. A Stat
to a stable con:
to an asymptotic

MeRaNge over time)
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How do we identify. a st
of some performance

By deciding on a "small® |
¢, and deciding that we ha
state when, over a "lonc
performance measure (0
function of it) he
some value.

“Small" and
meaningful only
particular model

It may also &
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The time (and
measurements) that c
conditions becoming
future behavior

Some syste

so that no term
could be identifie
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Most simulations &
examining the stead
appropriate under Sorr
case Wwhere moC
queueing theory is
queueing theory result
able to obtain steady state

There are othel jon
state may be
where system
overloaded.
enough ste
ansien T |
dic
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A further problem with trans
the actual behavior depend
initial conditions of the systel

As it turns out, some sys
very complex initial conditi
extending over long period

Some systems may exhib
behavior - so that some initia
tend to one steady st OF, MC
an "attractor"
complex geometry
another all withoUut Varying thes padmeELErSs
of the system. T
(or multistable) sys
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Studying transient behavic
require a large number of r
complex geometric analysis
space"” of the system; the ab
and set arbitrary initial

system; and sophist
techniques to determine
and other statistics o
performance meas

If one wishe
transient behavic
specify initial con
this may reU|re-

model" with «
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In simple cases thi
deferring data collectic
in others it might
performance me

synthesized over
and that these
"inserted" into ti
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Validation:

How accurately is the
representing the actual ph

simulated?

Several terms have
corresponding to techniqt
answering this question.

remember that there is no way to prove
model is a faithful re

All we can prove
be able to set up e
that passing of a
allow us to concl
model is inacct IS very:small
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Internal Validity.

This is affected by vari
"noise" effects: stochea
variance due to inte

due to the mc
implementation-
mation errors
singularities in
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Face Validity:

Compare model output
output results of the real s

Variable-Paramet ‘p\/'é]J]'cJ]'t\/:

Compare sensitivity ftc
internal parameters or
historical data. Co
with historical datz:
dependencies. '

Event or Time-t Vallalcys

Does the mode
event pattern
variables?
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Some Ideas about
Data Collection' (Sampling):

The text discusses
whether the data colle
Nnot.

One would like
independent date
least, to dete

between data se€

This is where
coefficient of
allows us to
depende
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Repetition:
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We can attempt to
runs are independent in th

Let the
observations,
observations. dVverdge

measure |
variance
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If {x; 1 = 1,...n/2}, {50
sets of observations,
out whether they are
observe that the me

the two sets can be w

derrelzlc]or)

26/41



Where Cov(X Y)=EL

and o is the coeffici
this in the original
assumption that the t\
the same population

variance):
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Since the variance o
by the population
sample size, we have

If two runs (
then o=0, sin
as one run of t
now have ¢
uccessive
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To see what negatively

do, assume we have ob
set of observations:

= (0.3211106933, 0.3436330737, 0.4 -}25 0, 0.9964567130; 07467556505,
0. 3206222209e 1, 0.7229741218, 0.6043056 339., 0. 7455000574, (0.2596 1195275
0.3100754872, 0.7971794905, 0.3916959416¢ 1, 0.66450571 67e-_, U}96049665415

0.8129204579, 0.4537470195, 0.6440313953, 0.9206249475;0:9510555501)

from a uniform M nu
The "compleme
the first set) is

= (0.6788893067, 0.6563669263, 0.5257436564; 0:4415412610; 0.25524616955
09679377779 0.2770258782, 0.3956943661,  0.25441 ))626, UM A01Go0AY S

08151510 ELE 51 =1 E

-./-, -

014894646996-1)

06899245128, 0202825095’ J r)JO")” ) )"’U O o) | | 1-/ o)
0.1870795421, 0.5462529805, 0.3559686047, 0,798750527E-1

i

I\
O l\) (‘» '\
C)’\
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The coefficient of correlation

o. = describe[covariance] (X, Y)/sgrt

describe[variance](Y)) = -.99999¢
Very close to -1. What is th
joint population? The formule
a run of 20 items where each
corresponding two items in the se
But (x;, + yi)/2 = (r; + 2 = 1/z
sample variance is

Negative correla
than independence,
to a larger .
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If we want to estimate
different runs - i.e. runs wit
have estimated sample mean

Where a is the
difference in the
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One of the problems is the
information. In this case it w
long runs, in which the early

One method that help
length for the run involve
autocorrelation function. This

Where x, is an obs
of the observation:
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The sample mean is
manner, while the vari
is given by the formula

Notice that a
observations ar
reflected in the
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The Blocking Methoa

This simply consists of

A) Wait until transien

B) collect successive bl
of length k is such a way t

means" satisfy inc

C) Use the blo:
compute the sar
the sample mean:

The independe
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