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Continuing a recent paper by R.I. Boţ, A. Grad and E.R. Csetnek dealing with inertial algorithms
used to solve monotone inclusion problems, we present a new inertial algorithm, with two backward
steps. We prove the ergodic convergence of this algorithm to an optimal solution of the problem,
and than compare it to the algorithm with just one backward step. The monotone inclusion problem
under consideration is

0 ∈ Ax+Dx+NC(x)

where A,B : H ⇒ H are two maximally monotone operators, D : H → H is an η− cocoercive
operator with η > 0 and C := zerB 6= ∅.

A cornerstone in the proof of the convergence is a regularity condition stated with the help of
the Fitzpatrick function associated to the operator B.

(Hfitz)


(i)A+NM is a maximally monotone operator and zer(A+D +NM ) 6= ∅

(ii)∀p ∈ rangeNM ,
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(iii) (λn)n≥1 ∈ l2\l1.
(1)

The algorithm is implemented in Matlab. Moreover, applications to convex optimization problems
are also presented.
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[3] S. Banert, R. I. Boţ, Backward penalty schemes for monotone inclusion problems, Journal of
Optimization Theory and Applications 166(3) (2015), 930-948


