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Chapter 1

Introduction

In this report we will present the original scientific results which were obtained for achieving
the objectives proposed in the project’s work plan for the year 2016. The first scientific
objective is related to the development of new classification algorithms for identifying entities
with defects in software systems. The second objective is connected to the development
of unsupervised learning methods for software packages restructuring. The third objective
of the current project is related to conducting a literature review on hidden dependencies
identification and proposing a computational model for this problem.

Chapter 2 addresses the problem of software defect detection, an important problem which
helps to improve the software systems’ maintainability and evolution. In order to detect
defective entities within a software system, a fuzzy self-organizing feature map is proposed.
The trained map will be able to identify, using unsupervised learning, if a software module is
defective or not. We experimentally evaluate our approach on three open-source case studies,
also providing a comparison with similar existing approaches. The obtained results emphasize
the effectiveness of using fuzzy self-organizing maps for software defect detection and confirm
the potential of our proposal. Section 2.2 introduce a novel approach for predicting software
defects using fuzzy decision trees. Through the fuzzy approach we aim to better cope with
noise and imprecise information.A fuzzy decision tree will be trained to identify if a software
module is defective or not. Two open source software systems are used for experimentally
evaluating our approach. The obtained results highlight that the fuzzy decision tree approach
outperforms the non-fuzzy one on almost all case studies used for evaluation. Compared to
the approaches used in the literature, the fuzzy decision tree classifier is shown to be more
efficient than most of the other machine learning-based classifiers.

Chapter 3 approaches the problem of software restructuring at package level which has
a major importance in the field of software architecture, since refactoring increases the in-
ternal software quality and is beneficial during the software maintenance and evolution. As
the requirements for grouping application classes into software packages are hard to identify,
clustering is useful, since it is able to uncover hidden patterns in data. In this chapter we are
investigating software refactoring at the package level by using hierarchical clustering. Two
approaches are proposed in order to help software developers in designing well-structured
software packages. The first approach takes an existing software system and re-modularizes
it at the package level using hierarchical clustering, in order to obtain better-structured pack-
ages. The second method we propose considers a certain structure of packages for a software
system and suggests the developer the appropriate package for a newly added application
class. The experimental evaluations are performed on two open source frameworks and the
algorithms have proven to perform well in comparison to existing similar approaches.

The literature review we have conducted in the direction of hidden dependencies identifi-
cation in software systems is presented in Chapter 4.

The main scientific results we have obtained during the period January 2016 - December
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CHAPTER 1. INTRODUCTION 3

2016 are:

• An unsupervised learning based approach using fuzzy self-organizing maps (FSOM)
and a supervised learning based approach using fuzzy decision trees for software defect
detection.

• A hierarchical clustering based approach for software restructuring at the package level.

• 11 scientific papers (9 papers are published, 1 is accepted for publication and 1 is
accepted for the second revision). From the published papers, 8 are indexed ISI (2 in
SCI-E journals and 6 in ISI proceedings) and 2 are BDI indexed papers.

We mention that the 2015 impact factor of our ISI publications is 2.978.



Chapter 2

Approaches for software defect
detection

In this section we present our original approaches which were introduced in the direction of
detecting software defects in existing software systems, using fuzzy self-organizing maps. The
original approaches were introduced by Marian, Mircea and Czibula in [72] and by Czibula,
Marian and Ionescu in [30].

In order to increase the efficiency of quality assurance, defect detection tries to identify
those modules of a software where errors are present. In many cases there is no time to
thoroughly test each module of the software system, and in these cases defect detection
methods can help by suggesting which modules should be focused on during testing.

2.1 An approach using fuzzy self-organizing maps

In order to detect faults in existing software systems, Czibula, Marian and Ionescu introduced
in [30] a novel approach, based on fuzzy self-organizing feature maps. A fuzzy map will be
trained, using unsupervised learning, to provide a two-dimensional representation of the
faulty and non-faulty entities from a software system and it will be able to identify if a
software module is or not a defective one. Five open-source case studies are used for the
experimental evaluation of our approach. The obtained results are better than most of the
results already reported in the literature for the considered datasets and emphasize that
a fuzzy self-organizing map is more efficient than a crisp one for the case studies used for
evaluation.

Software defect detection is a problem intensively investigated in the literature and an
active area in the software engineering field, as shown by a systematic literature review pub-
lished in 2011, which collected 208 fault prediction studies published between 2000 and 2010
[42]. Detecting software faults is a complex and difficult task, mainly for large scale soft-
ware projects. In the search-based software engineering literature there are a lot of machine
learning-based approaches for predicting faulty software entities, for example, [40], [76] and
[66]. From a supervised learning perspective, defect prediction is a hard problem, partic-
ularly because of the imbalanced nature of the training data (the number of non-defective
training instances is much higher than the number of defective ones). Much more, it is not a
trivial problem to identify a set of software metrics that would be relevant for discriminating
between faulty and non-faulty modules.

Even if there are a lot of methods already developed for detecting software defects, re-
searchers are still focusing on improving the performance of existing classifiers. We are intro-
ducing in this paper an unsupervised machine learning method based on fuzzy self-organizing
maps for detecting faults within software systems. To the best of our knowledge, our approach
is novel in the search-based software engineering literature and proved to outperform most
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CHAPTER 2. APPROACHES FOR SOFTWARE DEFECT DETECTION 5

of the existing similar approaches, considering the case studies we have used for evaluation.

2.1.1 Problem relevance. Motivation

Since software systems are continuously growing in size and complexity, predicting the reli-
ability of software has a fundamental role in the software development process [119]. Clark
and Zubrow consider in [25] that there are three main reasons for which the analysis and
prediction of software defects is essential. The first one is to help the project manager to
measure the progress of a software project and to plan activities for defect detection. The
second reason is to contribute to the process management, by evaluating the quality of the
software product and measuring the process performance [25]. Finally, information about
software faults, their location within the software and the distribution of defects may con-
tribute to improving the efficiency of the testing process and the quality of the next version
of a software.

Many of the machine learning-based software defect predictors existing in the literature
have been built using historical data collected by mining software repositories [56]. Unfortu-
nately, there are studies carried out in the defect prediction literature (like [10]) which have
revealed that defect data extracted from change logs and bug reports may contain noise [56].
Other machine learning-based software defect predictors use openly available datasets, like
the NASA datasets, where only the software metric values computed for the modules of the
software system are available, but not the source code. Unfortunately, there can be noise in
these datasets as well, as shown by [39]. Therefore, there is a need to build classifiers which
can cope with the lack of information, imprecision and noise.

Fuzzy techniques are known in the soft computing literature to be able to better deal with
noisy data than the crisp methods and may lead to the development of more robust systems.

In consequence, we consider a fuzzy self-organizing map approach towards software fault
detection to be a pertinent choice for both coping with uncertainty and for overcoming the
drawbacks of supervised learning-based approaches (the previously mentioned problem of
imbalanced data).

2.1.2 Background

In this section we aim at presenting the main characteristics of self organizing maps as well
as similar approaches for software defect detection.

2.1.2.1 Fuzzy self-organizing maps

Self-organizing maps (SOMs) [98] are unsupervised learning based models from the neural
networks literature that are trained using unsupervised learning to produce a two-dimensional
representation of the input space (of training samples), called a map [34]. The map consists of
an input layer (an input neuron for each dimension of the input data) and an array (usually
two-dimensional) of neurons on the computational (output) layer. Each neuron from the
input layer is connected to every output neuron and each connection is weighted.

The self-organization process consists of mapping the input instances on the neurons from
output layer in order to maintain the topological relationships from the input space. The
topology preservation is a main characteristic of a SOM and it means that similar input
instances are mapped on neurons that are neighbors on the output map [61]. The algorithm
that is usually used for training the map is the Kohonen algorithm [98]. After training, the
map is able to provide clusters of similar data items [62], being appropriate for data mining
tasks that require classification [62]. The SOM can be also used as effective tool for visualizing
high-dimensional data.

Different approaches were developed in the literature in order to combine the theory of
self-organizing maps with the theory of fuzzy sets introduced by Zadeh [117].
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Tsao et. al introduced in [101] a fuzzy Kohonen clustering network, combining the Fuzzy c-
Means clustering (FCM) model and the Kohonen network model. This hybridization provided
an optimization of the FCM, leading to an improved convergence and accuracy of the obtained
results. The authors show that the proposed method can be viewed as a Kohonen type of FCM
[101], the “self-organizing” character being given by the size of the updated neighborhood
and the learning rate which are automatically adjusted during the learning process.

Lei and Zheng discuss in [63] the combination of ANN and fuzzy sets, and introduce
a fuzzy self-organizing feature map based on Kohonen’s algorithm [63]. An output node
from the map corresponds to a cluster and for each output node, a fuzzy set is defined to
represent all vectors contained in the cluster corresponding to that node. Compared with
the classical Kohonen algorithm, the fuzzy approach introduced in [63] replaces the distance
between an input instance x and a neuron j on the map with a membership measure of x
to the cluster corresponding to neuron j. The authors conclude that the resulting method,
unlike the classical SOM method, is able to process inexact or fuzzy information.

Khalilia and Popescu approached in [53] the problem of clustering relational data, i.e.,
the problem of clustering a set of objects described by pairwise dissimilarity values. The
authors proposed an algorithm, FRSOM, which is a combination of the relational SOM
approach [45] (the extension of the SOM to handle relational data) and the relational fuzzy
clustering algorithm presented in [46] (the extension of the fuzzy c-means algorithm to deal
with relational data). The authors highlight in [53], through numerical results, that FRSOM
is able to discover substructures in the data that are hard to find by the crisp relational SOM.

A very different approach was introduced by Vuorimaa in [109], a map where the nodes
were replaced by fuzzy rules. The exact rules for each node are learned using the regular
SOM algorithm. After the map is trained, i.e., the rules were learned, when a new instance
is presented to the map, the firing strength of each rule is computed, and these strengths are
used as weights to compute one final output for the map. Thus, for each input instance the
map will produce one single output value.

2.1.2.2 Related work

In the following, we will briefly review several machine learning-based approaches from the
defect detection literature which are somehow related to our approach (are based on unsu-
pervised learning or are using the same case studies as in the experimental part of this paper)
.

An approach that uses a combination of self-organizing maps and threshold values is
presented in [5]. After the SOM is trained, threshold values are used to label the trained
nodes: if any of the values from the weight vector is greater than the corresponding threshold,
the node will represent the defective entities. Classification is done by finding the best
matching unit for the given instance and using the label of the node.

We have introduced an approach for detecting defective entities using self-organizing maps
in [75]. After an attribute selection based on the Information Gain [78] of the attributes, a
map was trained to visualize the defective entities. While we had encouraging results, we
have realized that in many cases defective and nondefective entities are quite similar, they are
close to each other on the map. These observations led us to the use of fuzzy self-organizing
maps, which can handle such situations.

There are several approaches in the literature that use different clustering algorithms to
group defective and nondefective entities. One such approach is presented in [17], where K-
Means algorithm is used and the centers of the clusters are found using Quad Trees. Varade
and Ingle in [106] use K-Means as well, but they use Hyper-Quad Trees for the cluster
center initialization. Since determining the optimal number of clusters is not a simple task,
some approaches use clustering algorithms where the number of clusters is automatically
determined. Such an approach is presented in [22] where the Xmeans algorithm from Weka
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[41] is used for clustering. After the clusters are created software metric threshold values are
used to determine which clusters represent the defective and which represent the nondefective
entities. The Xmeans algorithm (together with a second clustering algorithm that is capable
of automatically determining the optimal number of clusters, EM) is used by the authors in
[85] as well, together with different attribute selection techniques implemented in Weka.

Yu and Mishra in [114] investigate the problem of building cross-project detection models,
which are models built from data taken from one software system, but used and tested on a
different software system. They use binary logistic regression on the Ar datasets, and build
two models: self-assessment, when the model is tested on the dataset from which it was built,
and forward-assessment, when some datasets are used for building a model and a different
one is used for testing it. They conclude that self-assessment leads to better performance
measures, but forward-assessment gives a more realistic measure of the real performance of
the binary logistic regression model.

The problem of cross-project defect detection is approached in [81] as well. The authors
consider situations when the software metrics from the datasets on which a model was built
are not the same as the metrics computed for the system to be tested. They introduce an
approach which tries to match the software metrics from the different sets to each other,
based on correlation, distribution, and other characteristics. To compare this approach to
other existing ones, they use 28 datasets (including the Ar datasets) and Logistic Regression
from Weka.

Multiple Linear Regression and Genetic Programming are used in [6] to evaluate the
influence and performance of different resampling methods for the problem of defect detection.
The Ar datasets are used as case studies to compare five different resampling methods: hold-
out, repeated random sub-sampling, 10-fold cross validation, leave-one-out cross-validation
and non-parametric bootstrapping. The results of the study show that, considering the AUC
performance measure, there is no significant difference between the resampling methods, but
the authors claim that this can be caused by the imbalanced datasets or the high number of
attributes.

A comparison of statistical and machine learning methods for defect prediction is pre-
sented in [67]. They compare logistic regression with six machine learning approaches: Deci-
sion Trees, Artificial Neural Networks, Support Vector Machines, Cascade Correlation Net-
works, GMDH polynomial networks and Gene Expression Programming. The models were
evaluated on two Ar datasets, and the best performance was obtained using Decision Trees.

2.1.3 Methodology

In this section we introduce our fuzzy self-organizing map model for detecting faults in existing
software systems.

The software entities (classes, modules, methods, functions) from a software system are
represented as high-dimensional vectors (an element from this vector is the value of a software
metric applied to the considered entity). As shown in [75], the software system Soft is
viewed as a set of instances (called entities) Soft = {e1, e2, ..., en}. A set of software metrics
will be used as the feature set characterizing the entities from the software system, M =
{m1,m2, ...,ml}. Therefore, an entity ei ∈ Soft from the software system can be represented
as an l-dimensional vector, ei = (ei1, ei2, . . . , eil) (eij denotes the value of the software metric
mj applied to the software entity ei).

For each entity from the software system, the label of the instance is known (D=defect
or N=non-defect). The labels of the instances will not be used for building the fuzzy SOM
model, since the learning process will be completely unsupervised. The labels will be used
only for preprocessing the input data and for evaluating the performance of the resulting
classification model.

Before applying the fuzzy SOM approach, the data is preprocessed. First, the data is
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normalized using the Min-Max normalization method, and then a feature selection step will
be used in order to identify a subset of features (software metrics) that are highly relevant
for the fault detection task (details will be given in the experimental part of the paper). As
a result of the feature selection step, p features (software metrics) will be selected and will
be further used for building the fuzzy SOM.

2.1.3.1 The fuzzy SOM model. Our proposal

The dataset preprocessed as indicated above, will be used for the unsupervised training of
the map. As for the classical SOM approach, a distance function between the input instances
is needed. We are using as distance between two software entities ei and ej the Euclidean
Distance between their corresponding vectors.

We are proposing, in the following, a fuzzy self-organizing map algorithm (FSOM) for
building the fuzzy map. Our algorithm does not reproduce any existing algorithm from the
literature, but it combines the existing viewpoints related to fuzzy SOM approaches. The
underlying idea in FSOM is the classical SOM algorithm, combined with the concept of
fuzziness employed in fuzzy clustering [59].

The FSOM algorithm enhances the classical Kohonen algorithm for building a SOM
with the idea (employed in fuzzy clustering) of using a fuzzy membership matrix. In fuzzy
clustering, instead of using a crisp assignment of an object to a cluster, an object can belong
to multiple clusters. The degree to which an input object belongs to the clusters is indicated
by the set of membership levels expressed by the columns of the membership matrix. In
building the fuzzy SOM, we will use the fuzzy membership idea related to the computation
of the “winning neuron”. Instead of using a crisp best-matching unit (BMU), as used in the
classical SOM algorithm, the membership matrix will be used to specify the degree to which
an input instance belongs to an output neuron (cluster). This means that an input instance
is not mapped to a single neuron (its BMU), but to all the neurons (clusters) from the map
(but with a certain membership degree).

Intuitively, an input instance will have the larger membership degree to the neuron rep-
resenting its BMU. The idea of updating the winning neuron and its neighbors is kept from
the classical SOM, but if the input instance has a larger membership degree (level) to a
neighboring neuron, this neuron will be “moved” closer to the input instance than the other
neurons (i.e., the updating rule considers the computed membership levels). Through these
updating rules, the FSOM algorithm maintains the main characteristic of the classical SOM
of “moving” the winning neuron and its neighborhood towards the input instance, but it may
express a better updating scheme than the crisp approach.

Let us consider, in the following, that the input layer of the map consists of p neurons
(the dimensionality of the input data after the feature selection step) and the computational
layer of the map consists of c neurons disposed on a two dimensional grid, in which an output
neuron i is represented as an p-dimensional vector of weights, wi = (wi1, wi2, . . . , wip) (wij

represents the weight of the connection between the j-th neuron from the input layer and the
i-th neuron from the computational layer).

Let us denote by u the membership matrix, where uik ∈ [0, 1],∀1 ≤ i ≤ c, 1 ≤ k ≤ n. These
values are used to describe a set of fuzzy c-partitions for the n entities, and uik represents
the degree to which entity ek belongs to the output neuron (cluster) i.

The main steps of the FSOM algorithm are described in the following.

Step 1. Weights initialization. The weights are initialized with small random values from
[0,1].

Step 2. Membership degrees computation. The values from the membership matrix
are computed as in Formula (2.1) (as for the fuzzy c-means clustering algorithm [59]). m is a
real number, greater than 1 and represents the fuzzifier. The role of the fuzzifier is to control
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the overlapping between the clusters [59].

uik =
1

c∑
j=1

(
||xk − wi||
||xk − wj ||

) 2
m−1

(2.1)

Step 3. Sampling. Select a random input entity et and send it to the map.

3.1 Matching. Find the “winning” neuron j∗, as the output neuron which maximizes
the membership degree of the input entity et to the neuron.

3.2 Updating. After identifying the “winning neuron”, update the connection weights
of the winning unit and its neighboring neurons, such that the neurons are “moved”
closer to the input instance. When updating the weights for a particular neuron, we will
consider the membership degree of the considered entity to that neuron. More precisely,
for each output neuron j (∀1 ≤ j ≤ c), its weights wji (∀1 ≤ i ≤ p) will be updated
with a value ∆wji computed as in Formula (2.2)

∆wji = η · Tjj∗ · (eti − wji) · umjt (2.2)

where η is the learning rate and Tjj∗ denotes the neighborhood function usually used
in the classical Kohonen’s algorithm [98] and whose radius decreases over time.

Step 4. Iteration. Repeat steps 2-3 for a given number of iterations.

If we are looking to the Step 2 of the FSOM algorithm, we observe that an input entity will
have the largest membership degree to the neuron (cluster) representing its BMU. Intuitively,
the degrees to which the entity belongs to the other neurons from the map (others than its
BMU) have to decrease as the distance from the entity and the neurons increases. Another
characteristic of the fuzzy algorithm (compared to the crisp variant) is the fact that the
weights of particular neurons from the neighborhood of the “winning neuron” (see Step
3) are updated differently depending on the degree to which the current entity belongs to
the neuron. This updating method may lead to final weights which would give a better
representation of the input space.

After the map was trained using the FSOM algorithm described above, in order to visual-
ize the obtained map, the U-Matrix method [52] is used. The U-Matrix value of a particular
node (neuron) from the map is calculated as the average distance between the node and its
4 neighbors. If one interprets these distances as heights, the U-Matrix may be interpreted
as follows [52]: high places on the U-Matrix represent entities that are dissimilar with those
from low places, while the data falling around the same height represent entities that are
similar and can grouped together to represent a cluster.

Since the fault prediction problem is a binary classification one, our goal is to identify
on the trained map two clusters corresponding to the two classes of entities: defects and
non-defects.

Even if the fuzzy SOM was built using unsupervised learning, after it was created it may
also be used in a supervised learning scenario for classifying a new software entity. First,
the “winning neuron” corresponding to this entity is determined (as indicated at Step 3.1).
Then, the class (defect or non-defect) to which the winning neuron belongs will indicate the
result of classifying the new software entity.

For evaluating the performance of the FSOM model trained as shown above, we are com-
puting the confusion matrix for the two possible classes (non-defect and defect), considering
that the defective class is the positive one and the non-defective class as the negative one.
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Dataset Defects Non-defects Difficulty

Ar1 9 (7.4%) 112 (92.6%) 0.666

Ar3 8 (12.7%) 55 (87.3%) 0.625

Ar4 20 (18.69%) 87 (81.31 %) 0.7

Ar5 8 (22.22%) 28 (77.78%) 0.375

Ar6 15 (14.85%) 86 (85.15%) 0.666

Table 2.1: Description of the datasets used for the experimental evaluation.

For computing the values from the confusion matrix, we are using the known labels (classes)
of the training entities.

Since defect prediction data are highly imbalanced (the number of defects is much smaller
than the number of non-defects) the main challenge in software fault prediction is to increase
the true positive rate (i.e., maximize the number of defective entities that are classified as
faults), or, equivalently to decrease the false negative rate (i.e., minimize the number of de-
fective entities that are wrongly classified as non-faults). For the problem of defect detection,
having false negatives is a more serious problem than having false positives, the first situa-
tion denotes an undetected fault in the system, which can cause serious problems later, while
in case of the second situation some time is lost to thoroughly test a fault-free entity that
was classified faulty. In the case of imbalanced data, the evaluation measure that is relevant
for representing the performance of the classifiers is the Area Under the ROC Curve (AUC)
measure [36] (larger AUC values indicate better classifiers).

2.1.4 Computational experiments

In this section we provide an experimental evaluation of the FSOM model (described in
Section 2.2.3) on five open-source datasets which were previously used in the software defect
detection literature. We mention that we have used our own implementation for FSOM,
without using any third party libraries.

2.1.4.1 Datasets

The datasets used in our experiments are publicly available for download at [31] and are called
Ar1, Ar3, Ar4, Ar5 and Ar6. All five datasets were obtained from a Turkish white-goods
manufacturer embedded software implemented in C [75]. The software entities from these
datasets are functions and methods from the considered software and are represented as 29-
dimensional vectors containing the value of different McCabe and Halstead software metrics.
For each instance within the datasets, we also know the class label, denoting whether the
entity is defective or not.

We depict in Table 2.1 the description of the Ar1 -Ar6 datasets used in our case studies.
For each dataset, the number of defects and non-defects are illustrated, as well as the difficulty
of the dataset. The measure of difficulty for a dataset was introduced by Boetticher in [19]
and is computed as the percentage of entities for which the nearest neighbor (ignoring the
label of the entity when computing the distances) has a different label. Since our datasets are
imbalanced, when computing the difficulty of the datasets we considered only the percentage
of defective entities for which the nearest neighbor is non-defective.

From Table 2.1 one can observe that all datasets are strongly imbalanced, with all number
of defects much smaller than the number of non-defects. Moreover, it can be seen that
the task of accurately classifying the defective entities is very difficult. Ar1, Ar4 and Ar6
seem to be the most difficult datasets from the defect classification point of view. The
complexity of the software fault prediction task for the Ar1 and Ar6 datasets is highlighted
in Figures 2.1 and 2.2, which depict a two dimensional view of the data obtained using t-SNE
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[104]. T-distributed Stochastic Neighbor Embedding (t-SNE) is a method for visualizing
high-dimension data in a way that better reflects the initial structure of the data compared
to other techniques, such as PCA. From a visualization point of view, the method has been
shown to produce better results than its competitors on a significant number of datasets.

Figure 2.1: t-SNE plot for the Ar1
dataset.

Figure 2.2: t-SNE plot for the Ar6
dataset.

We can see from Figures 2.1 and 2.2 that, for both Ar1 and Ar6 datasets, the fault
detection problem we are approaching in this paper is not an easy one, since it is very hard
to discriminate between the defective and the non-defective entities (the non-defective entities
are marked with black n and the defective ones with red d). We have shown the t-SNE graphs
only for the Ar1 and Ar6 datasets, but the same situation appears for all datasets we are
working with.

2.1.4.2 Results

For the fuzzy self-organizing map, we used in our experiments the torus topology, since it is
shown in the literature that this topology provides better neighborhood than the conventional
one [55]. The parameters used for building the map are the following: 200000 training epochs
and the learning coefficient was set to 0.7. For controlling the overlapping degree in the fuzzy
approach, the fuzzifier was set to 2 (shown in the literature as a good value for controlling
the fuziness degree [59]).

For the feature selection step, we have used the analysis that was performed in [75] on
the Ar3, Ar4 and Ar5 datasets. For determining the importance of the software metrics
for the defect detection task, the information gain (IG) measure was used. From the soft-
ware metrics whose IG values were higher than a given threshold, a subset of metrics that
measure different characteristics of the software system were finally selected. Therefore, 9
software metrics were selected in [75] to be representative for the defect detection process:
halstead vocabulary, total operands, total operators, executable loc, halstead length, total loc,
condition count, branch count, decision count [75]. The previously mentioned features (soft-
ware metrics) will also be used in our FSOM approach.

We are presenting in the following the results we have obtained by applying the FSOM
model (see Section 2.1.3.1) on the Ar1, Ar3, Ar4, Ar5 and Ar6 datasets. After the data is
preprocessed, the FSOM algorithm introduced in Section 2.1.3.1 is applied and the U-Matrix
corresponding to the trained FSOM will be used to identify the class of defects and non-
defects. Then, for each instance from the training dataset, we compare the class provided
by our FSOM with the entity’s true class label (known from the training data). Finally, the
AUC measure will be computed.

Figures 2.3, 2.4, 2.5, 2.6 and 2.7 depict the U-Matrix visualization of the best FSOMs
obtained on the five datasets used in the experimental evaluation. On each neuron from the
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maps we represent the training instances (software entities) which were mapped (using the
FSOM algorithm) on that neuron, i.e., instances for which the neuron was their BMU. The
red circles represent the defective entities and the green circles represent the non-defective
entities. Each neuron is also marked with the number of defects (D) and non-defects (N)
which are represented on it.

Figure 2.3: U-Matrix for the Ar1
dataset.

Figure 2.4: U-Matrix for the Ar3
dataset.

Visualizing the U-Matrices from Figures 2.3, 2.4, 2.5, 2.6 and 2.7, one can identify two
distinct areas: one containing lightly colored neurons, whereas the second area consists of
darker neurons. The two areas represented on the maps correspond to the clusters of defective
and non-defective software entities. Since the percentage of software faults from the software
systems is significantly smaller than the percentage of non-faulty entities (see Table 2.1), the
area from the map containing a larger number of elements is considered to be the non-defective
cluster. The remaining area from the map corresponds to the defective cluster.

Figure 2.5: U-Matrix for the Ar4
dataset.

Figure 2.6: U-Matrix for the Ar5
dataset.

Table 3.6 illustrates, for each dataset, the configuration used for the FSOMs (number
of rows and columns of the maps) as well as the values from the confusion matrix (false
positives, false negatives, true positives and true negatives).
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Figure 2.7: U-Matrix for the Ar6 dataset.

Dataset rows x columns FP FN TP TN

Ar1 3x2 26 1 8 86

Ar3 2x3 1 2 6 54

Ar4 2x3 18 4 16 69

Ar5 3x2 4 0 8 24

Ar6 3x3 18 4 11 68

Table 2.2: Results obtained using FSOM on all experimented datasets.

2.1.5 Discussion and comparison to related work

As presented in Section 3.6 and graphically illustrated in Figures 2.3, 2.4, 2.5, 2.6 and 2.7,
our FSOM approach was able to provide a good topological mapping of the entities from
the software system and successfully identified two clusters corresponding to the faulty and
non-faulty entities. Even if the separation was not perfect, which is extremely difficult for
the software defect detection task, for all five datasets we obtained good enough true positive
rates (at least 73% detection rate for the defects). For the Ar5 dataset, our FSOM succeeded
in obtaining a perfect defect detection rate, misclassifying only 4 non-defective entities.

The AUC measure is often considered to be the best performance measure to compare
classifiers [36]. However, it is usually suitable for methods which, instead of directly returning
the classification of an instance, return a score which is transformed into classification using
a threshold. In such cases, different thresholds lead to different (sensitivity, 1-specificity)
points on the ROC curve, and AUC measures the area under this curve. For methods where
no threshold is used (for example, in our approach) the ROC curve contains one single point,
which is linked to the points (0,0) and (1,1), thus providing a curve and making possible the
computation of the AUC measure.

Table 2.3 presents the values of the AUC performance measure computed for the results
we have obtained using our approach, but it also contains values reported in the literature
for some existing similar approaches, presented in Section 2.2.2.2. If an approach does not
report results on a particular dataset, we marked it with “n/a” (not available). In case of
approaches that do not report the value of the AUC measure, but report other measures (for
example false positive rate, false negative rate) if it was possible, we computed the values
from the confusion matrix from these measures and used them to compute the value for the
AUC measure, as in case of our approach. The best results obtained for the AUC measure
are marked with bold in the table.
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Approach Ar1 Ar3 Ar4 Ar5 Ar6

Our FSOM 0.829 0.87 0.80 0.93 0.762

SOM [75] 0.695 0.87 0.74 0.92 0.726

SOM with Threshold [5] n/a 0.88 0.95 0.84 n/a

K-means with Quad-Trees [17] n/a 0.70 0.75 0.87 n/a

Clustering Xmeans [85] n/a 0.84 0.69 0.86 n/a

Clustering EM [85] n/a 0.82 0.69 0.80 n/a

Clustering Xmeans [22] n/a 0.70 0.75 0.87 n/a

Genetic Programming [6] 0.530 0.67 0.65 0.67 0.630

Multiple Linear Regression [6] 0.550 0.61 0.62 0.55 0.590

Binary Logistic Regression [114] 0.551 0.87 0.73 0.39 0.722

Logistic Regression [81] 0.734 0.82 0.82 0.91 0.640

Logistic Regression [67] 0.494 n/a n/a n/a 0.538

Artificial Neural Networks [67] 0.711 n/a n/a n/a 0.774

Support Vector Machines [67] 0.717 n/a n/a n/a 0.721

Decision Trees [67] 0.865 n/a n/a n/a 0.948

Cascade Correlation Networks [67] 0.786 n/a n/a n/a 0.758

GMDH Network [67] 0.744 n/a n/a n/a 0.702

Gene Expression Programming [67] 0.547 n/a n/a n/a 0.688

Table 2.3: Comparison of our AUC values with the related work.

We would like to mention that the results from [6] for the Multiple Linear Regression
and Genetic Programming approaches are the best values reported by the authors and they
were usually achieved for different resampling settings. In case of the cross-project defect
prediction approach, [114], we have reported only the results of the experiments when the
same dataset was used both for building the model and testing it.

From Table 2.3 we observe that our FSOM approach has better results than most of the
approaches existing in the literature and considered for comparison. Out of 54 comparisons,
our algorithm has a better or equal value for the AUC performance measure in 48 cases,
which represents 89% of the cases.

It has to be noted that the fuzzy SOM method introduced in this paper proved to have a
better or equal performance, for all datasets, than the crisp approach previously introduced in
[75]. For the Ar3 and Ar6 datasets, the FSOM performed similarly to the classical SOM, for
the other three datasets the FSOM outperformed the SOM. For the Ar1 dataset, the FSOM
obtained a significantly better AUC value than the classical SOM. These results highlight
the effectiveness of using a fuzzy approach with respect to the crisp one.

Analyzing the results from Table 2.3 we observe that our FSOM approach has the highest
AUC value for the Ar5 dataset, the second highest value for the Ar1 and Ar3 datasets and
the third highest value for the Ar6 dataset. Interestingly, the results that we have obtained
are perfectly correlated with the difficulties of the considered datasets (given in Table 2.1).
More precisely, the best result was obtained for the “easiest” dataset, Ar5, while the worst
results were provided for the datasets which are more “difficult”, Ar6 and Ar4. Even for the
hardest datasets, the AUC values obtained by the FSOM are larger than most of the AUC
values from the literature.

Figure 2.8 depicts, for each dataset we have considered, the AUC value obtained by our
FSOM and the average AUC value reported in related work from the literature for the dataset
(see Table 2.3). The first dashed bar from this figure corresponds to our FSOM. One can
observe that the AUC value provided by our approach is better, for each dataset, than the
average AUC value from the existing related work.
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Figure 2.8: Comparison to related work.

2.1.6 Conclusions and future work

A fuzzy self-organizing feature map has been introduced in this section for detecting, in an
unsupervised manner, those software entities which are likely to be defective. The experi-
ments we have performed on five open-source datasets used in the software defect detection
literature highlight a very good performance of the proposed approach, providing results bet-
ter than most of the similar existing approaches. Moreover, the fuzzy approach introduced
in this paper proved to outperform, for the considered case studies, the crisp SOM approach.

Other open-source case studies and real software systems will be further used in order to
extend the experimental evaluation of the fuzzy self-organizing map model proposed in this
paper. We also aim to investigate the applicability of other fuzzy models for software defect
detection (like fuzzy decision trees [116]), as well as identifying software metrics appropriate
for software fault detection [90].

2.2 An approach using fuzzy decision trees

Software quality assurance is a major issue in the software engineering field and is used to
ensure the software quality. In order to increase the effectiveness of quality assurance and
software testing, defect prediction is used to identify defective modules in an upcoming version
of a software system and is useful for assigning more effort for testing and analysing those
modules [48].

Most of the machine learning based classifiers existing in the defect prediction literature
are supervised. From this perspective, the problem of accurately predicting the defective
modules is a hard one, because of the imbalanced nature of the training data (the number
of non-defects in the the training data is much higher than the number of defects). Thus,
it is hard to train a classifier to recognize the defects, when a small number of defective
examples were provided during training. A major challenge in defect prediction is to increase
the number of correctly identified defects and to minimize the number of misclassified defects.
Much more, it is not easy to identify the relevant software metrics which would be able to
discriminate between defects and non-defects.

In order to deal with the above mentioned problems, we are introducing in this section
[72] a supervised machine learning method based on fuzzy decision trees for detecting defects
in existing software systems. As far as we know, our approach is novel in the defect prediction
literature. The experimental evaluation of the fuzzy decision tree is performed on two open
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source software systems and shows that our proposal provides better results than most similar
existing ones.

2.2.1 Motivation

Software defect detection represents the activity through which software modules which con-
tain errors are identified. Certainly, the discovery of such defective modules plays an impor-
tant role in assuring the quality of the software development process. An activity which is
also connected to maintaining the software quality is the code review. Reviewing the existing
code is time consuming and costly and it is frequently used in the agile software development.
Software defect detection can be helpful in the code review process to point out parts of the
source code where it is likely to identify problems.

From a supervised learning perspective, the problem of identifying defective software
entities is a complex and difficult one, mainly because the training data is highly imbalanced.
Obviously, a software system contains a small number of defective entities, compared to the
number of non-defective ones. Thus, a supervised classifier for defect detection will be trained
with a set of defective examples which is much smaller than the set of non-defective ones.
This way, the classifier would be susceptible to learn to assign the majority class, namely
the non-defective class. That is why, the field of software defect prediction is a very active
research area, being a continuous interest in developing performant classifiers which are able
to handle the imbalanced nature of the software defect data.

Several studies that have been performed in the defect prediction literature [10] have
shown that defect data extracted from change logs and bug reports may be noisy and imprecise
[56]. Our previous research in the defect prediction field (like [75]) reinforced the idea that
it is very hard to find a crisp separation between the defective and non-defective entities,
in most situations defective entities seem to be very similar to non-defective ones. The
self-organizing map used in [75] revealed that the defect data contains some uncertain areas
(overlapping zones between defects and non-defects) that can lead crisp classifiers to erroneous
predictions. That is why we consider that the fuzzy approaches would be a good choice for
trying to alleviate the previously mentioned problems.

2.2.2 Background

The main characteristics of fuzzy decision trees as well as existing approaches for software
defect prediction are presented in this section.

2.2.2.1 Fuzzy decision trees

Fuzzy decision trees [103] have been investigated in the soft computing literature as a hy-
bridization between the classical decision trees [78] and the fuzzy logic. The classical algo-
rithms for building decision trees (ID3, C4.5) were extended toward a fuzzy setting [50] by
considering aspects of fuzziness and uncertainty. At each internal node of the fuzzy tree,
all instances from the data set are used, but each instance has a certain membership degree
associated. At the root node, all instances have the membership degree 1. Each internal node
contains an attribute (selected using Information Gain - Formula (2.6)) and has one child
node for each fuzzy function associated to the selected attribute. Each of these child nodes
will contain all instances, but the membership degree of each instance from the parent node
will be multiplied by the value of the fuzzy function for the given instance. A leaf node from
the fuzzy decision tree, instead of containing a single class (target value) as in the classical
approach, contains the proportion of the cumulative membership values with respect to the
total cumulative membership for each of the classes.

A fuzzy decision tree is used differently when a new instance has to be classified (tested)
than a traditional one. The test instance will be considered to belong to all branches of



CHAPTER 2. APPROACHES FOR SOFTWARE DEFECT DETECTION 17

the fuzzy decision tree with different degrees given by the branching fuzzy function. A final
fuzzy membership value will be obtained, this way, for each leaf node in the tree. All the
memberships for the leaf nodes are summed for each target class. The class having the
maximum associated membership value will be considered as the final classification for the
testing instance.

Naturally, the fuzzy decision tree approach conceptually incorporates the crisp approach
when the membership degrees of the fuzzy sets used in the process describe crisp memberships.
The classic decision tree is therefore a subclass of the fuzzy decision tree and the performance
of every fuzzy variant will be at least as good as the crisp correspondent.

However, the problem of defect prediction is very challenging due to the imbalanced
nature of the training data sets. Usually the defective entities inside a software project
are significantly scarcer than the non-defective ones and therefore the classification using
decision trees is not an easy task to be solved, because the Entropy and the Information Gain
measures, which play a fundamental part in the decision process, are strongly dependent on
the balance in size between the target classes used in training.

Another problem occurs when the probability distributions of the attributes inside the
data set are computed separately on each of the target classes. It would have been preferred
that the attributes exhibit a normal Gaussian trend as this will aid the decision process,
but the probability analysis of the data sets quickly revealed that most of the attributes fall
under a lognormal distribution with many values crowded towards 0. In this case it is highly
difficult for any form of decision tree to discriminate properly between the two classes as
the instances in both groups tend to have the same behaviour and are perfectly disparate
throughout the domain making a clear group delimitation a true challenge. Even in the
fuzzy perspective it is very difficult to decide between one class and the other as the defective
vs. non-defective groups overlap significantly enough to deem many of the instances to be
classified undetermined.

2.2.2.2 Literature review

Software defect detection is a well-studied problem, there are many different approaches
presented in the literature that try to identify the defective entities in a software system. A
literature study published in 2011, [42], found that 208 papers were published on this subject
between 2000 and 2010 and since then the number of papers has increased. Most of these
approaches are supervised, meaning that they require some training data in order to build
the model. There are several openly available data sets that can be used for training, and
in this section we are going to present some approaches from the literature that use for the
experimental evaluation the same data sets that we have used: JEdit and Ant.

Okutan and Yildiz present in [82] an approach that uses Bayesian Networks and the K2
algorithm for defect detection. Besides the already existing software metrics they add two
new metrics to the data set: lack of coding quality (LOCQ) and number of developers (NOD).
For the experimental evaluation, they use 9 publicly available data sets (including JEdit and
Ant) and the implementation of the K2 algorithm from Weka [41]. Based on the generated
Bayesian Networks they investigate the effectiveness of different software metric pairs for
defect detection, and conclude that the LOC-RFC, RFC-LOCQ, RFC-WMC pairs are the
most effective.

Multivariate Logistic Regression is used by Malhotra in [65] to detect the defective entities
in the Ant system. The authors first detect and remove outliers from the data, then apply
the Multivariate Logistic Regression using 10-fold cross validation. The built model includes
two metrics from the data set: RFC and CC.

While defect detection is usually considered as a binary classification problem, the authors
in [24] consider it a regression problem and they try to predict the exact number of defects
in each entity. They compare six different regression methods, Linear Regression, Bayesian
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Ridge Regression, Support Vector Regression, Nearest Neighbors Regression, Decision Tree
Regression, Gradient Boosting Regression, and conclude that Decision Tree Regression gives
the best results in terms of precision and root mean square error. The authors also investigate
the difference between within-project defect prediction (when the prediction model is built
based on previous version of the same software system) and cross-project defect prediction
(when the model is built on other projects). Unlike other such studies, they conclude that
cross-project defect prediction models are comparable to within project defect prediction
models with respect to prediction performance.

The authors in [21] introduce a cross-project defect prediction approach as well, but
they formulate the problem as a multi-objective optimization problem where two different
objectives have to be considered: the number of defect prone entities detected and the cost
of analyzing the predicted defect prone classes. Their approach is based on a multi-objective
Genetic Algorithm, and was tested using 10 different data sets, including JEdit and Ant.
They conclude that the multi-objective approach achieves better performance than the single-
objective approach they used for comparison.

Scanniello et al. present an approach, where the classes from the software system are first
clustered, to identify clusters of strongly connected classes, then Stepwise Linear Regression
is used to build a defect detection model for each cluster separately [93]. Compared to the
approach where all classes are used together to build a detection model, this approach can
provide a more accurate detection of the number of faults for each class.

2.2.3 Methodology

In this section we introduce our fuzzy decision tree based classifier for detecting defective
software entities in existing software systems.

As we have previously introduced in [75], the entities from a software system (classes,
methods, functions) may be represented as high-dimensional vectors representing the values of
several software metrics applied to the considered entity. Thus, a software system S is viewed
as a set of entities (instances) S = {e1, e2, ..., en} [75]. A set of software metrics will be used
as the feature set characterizing the entities from the software system,M = {m1,m2, ...,ml}.
Therefore, an entity ei ∈ S may be visualized as an l-dimensional vector, ei = (ei1, ei2, . . . , eil),
where eij represents the value of the software metric mj applied to the software entity ei.

As in a supervised learning scenario, the label (class) associated for each entity is known
(D=defect, N=non-defect). The first step before applying the fuzzy decision tree based
learning approach is the data preprocessing step. Then, the preprocessed training data will
be used for building (training) the fuzzy decision tree based classifier. The built classification
model will be then tested in order to evaluate its performance. These steps will be detailed
in the following.

2.2.3.1 Data preprocessing

During this step, the data set representing the high dimensional software entities will be
preprocessed. A feature selection step will be used in order to identify a subset of software
metrics that are relevant for predicting software defects.

The data sets that will be used for the experimental evaluation of our approach were
created for open-source object-oriented software systems. In these data sets each entity
corresponds to a class from the software system and contains data to identify the module
(name of the system, version of the system, name of the class) and the value of 20 different
software metrics plus the number of bugs in the given entity.

During the data preprocessing step, we first transform the number of bugs into a binary
attribute, to denote whether the entity is defective or not. The value 0 will be used for non-
defective entities and 1 will be used for the defective ones. In order to reduce the number of
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software metrics in the data set, we have used the findings of a systematic literature review
conducted on 106 papers [89], which studies the applicability of 19 different software metrics
for the task of software fault prediction. Out of the metrics reported by the study as having a
strong positive effectiveness on software fault prediction, three can be found in our data sets,
so we have decided to eliminate the other metrics. The metrics kept after the preprocessing
are: WMC, CBO and RFC.

In order to build the fuzzy sets for the selected software metrics, we have taken inspira-
tion from the work of Filó et al. [96]. They have used 111 software systems written in Java
and computed the value of 17 different software metrics for each class of the systems. For
each metric they have identifies thresholds to group the value of the metric in three ranges:
Good/Common, Regular/Casual, and Bad/Uncommon. The threshold between the first two
ranges was computed as the 70 percentile of the data, while the second threshold was consid-
ered at the 90 percentile. Since the study presented in [96] contains thresholds for only one
of the software metrics that we are using, we have decided to compute our own thresholds.

We have taken all data sets from the Tera-Promise repository [31] that belong to the
Defect category and use the same software metrics as the data sets used for the experimental
evaluation. In case of data sets with multiple versions, we have taken the last version. In this
way, we have built a data set containing 6082 instances coming from a total of 30 projects. We
have computed the 70 and 90 percentile for the metrics and used these values as thresholds
for building two trapezoidal membership functions for the non-defect and defect classes. The
first function measures the membership of a given software metric value to the class of non-
defective entities, while the second one measures the membership to the class of defective
entities. The two fuzzy membership functions for the WMC software metric are illustrated
on Figure 2.9. Formulae 2.3 and 2.4 describe the equations used to compute the membership
degree of a software metric value to the non-defect, respectively defect fuzzy sets. The exact
threshold values used for all three metrics are presented in Table 2.4.

µnon−defect(x) =


1, x < a
b−x
b−a a ≤ x ≤ b
0, x > b

(2.3)

µdefect(x) =


0, x < a
x−a
b−a a ≤ x ≤ b
1, x > b

(2.4)

Figure 2.9: Fuzzy membership functions for the WMC software metric.

2.2.3.2 Training

During the training process the fuzzy decision tree is built from the data set that was prepro-
cessed as presented in the previous section. Defect detection data sets are usually imbalanced,
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Software Metric a b

WMC 10 22.9

CBO 10 20

RFC 30 66

Table 2.4: Threshold values used to build the fuzzy membership functions for the used
software metrics.

which can influence the training process and lead to a fuzzy decision tree where each leaf node
predicts that the given instance is non-defective. In order to reduce the imbalance of the data
set, we enhance it before the training process, by adding extra defective instances from other
data sets. These instances are used only for the training process, they are not considered
during the testing.

Building the fuzzy decision tree (FuzzyDT)

The building process for the fuzzy decision tree proposed in the current paper resembles the
one for a crisp variant of a decision tree with several alterations to cope with uncertainty
and data imbalance. Both of these aspects have an important effect on the proposed fuzzy
decision tree version shaping it into a custom variant tailored to solve the given problem as
accurately as possible.

In order to manage the uncertainty of software defect prediction the defective and non-
defective concepts needed to be formalized as fuzzy sets with respect to each of the attributes
inside the data set. The method of fuzzy set construction for both of the target classes was
presented in the previous section, but it must be added that an intensive selection process was
necessary to highlight the attributes that may have a beneficial impact on the fuzzy decision
process as many attributes in the data set were naturally not suited to aid any form of clas-
sification. This is an aspect that contributes to the difficulty of the defective/ non-defective
classification task. It must be mentioned that in order for the fuzzy approach to work, the
fuzzy membership functions employed in the decision process need to be handled very del-
icately preferably their devise being the fruit of a collaboration with software engineering
experts. If the fuzzy membership functions do not map accordingly onto real contexts, the
whole decisional process will be affected.

Once the fuzzy membership functions are constructed for each attribute, separately on
each target class, the real fuzzy decision tree construction may commence. At this point,
the other major problem discussed in the introduction occurs: data imbalance. Due to the
scarceness of defective instances, the defective target class will be clearly imbalanced with
respect to the non-defective target class on the studied attributes. In the classic fuzzy decision
tree approach, the fuzzy entropy and fuzzy information gain measures are very biased with
respect to data imbalance and this impacts the decision process in the sense that there is a
clear inclination towards labeling instances as non-defective simply because the training set
contains a significantly increased number of non-defective instances. This is an important
issue with deep implications in the decisional process and therefore finding a way to deal with
data imbalance was imperiously necessary.

A solution to the imbalance problem was proposed in [64]. Instead of choosing to follow
other rather simplistic approaches that directly affect the data set such as over-sampling
or under-sampling, which in our opinion are not fit for the present problem because the
discrepancy between defective and non-defective instances is too high, the authors propose a
way of coping with the imbalance by transforming the entropy and information gain measures.
In this way, from a constructional point of view, the only alteration will be changing the
entropy and information gain formulae to a form that takes the imbalance into account
and includes it in the computation, therefore attenuating its impact. Let us consider, in the
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following, that the defective class is the positive one and the non-defective class is the negative
one. As we have mentioned in Section 2.2.2.1, each internal node from the tree stores all the
instances from the training data set D, but each instance has a certain membership degree.
The entropy measure at a node from the fuzzy tree is computed as in Formula (2.5) and
generalizes the entropy computation from the crisp case.

Entropy(node) = −m+

mm
· log

m+

mm
− m−
mm

· log
m−
mm

(2.5)

where m+ represents the sum of the membership degrees for the instances from D belonging
to the positive class, m− sums the membership degrees for the instances from D belonging
to the negative class and mm is the sum of m+ and m−.

For computing the information gain of an attribute a with respect to the set of instances
stored at an internal node node from the fuzzy tree, a kind of confusion matrix at that node
is computed. We denote by F a

+ and F a
− the fuzzy functions associated to attribute a and to

the positive and negative class, respectively. By TPFuzzy, FPFuzzy and FNFuzzy we express
the values which generalize (for the fuzzy case) the components of the confusion matrix for
the crisp case. More exactly, these values are computed as follows:

• TPFuzzy sums the membership degrees for the instances i belonging to the positive
class multiplied with the result of applying the function F a

+ on the value of attribute a
in instance i.

• FNFuzzy sums the membership degrees for the instances i belonging to the positive
class multiplied with the result of applying the function F a

− on the value of attribute a
in instance i.

• TNFuzzy sums the membership degrees for the instances i belonging to the negative
class multiplied with the result of applying the function F a

− on the value of attribute a
in instance i.

• FPFuzzy sums the membership degrees for the instances i belonging to the negative
class multiplied with the result of applying the function F a

+ on the value of attribute a
in instance i.

We use the following notations:

• m = TPFuzzy + TNFuzzy + FPFuzzy + FNFuzzy.

• p = TPFuzzy + FNFuzzy.

• pp = TPFuzzy + FPFuzzy.

Using the previous notations, the new formula for the information gain measure is pre-
sented in Formula (2.6).

IG(node) = Entropy(node)− pp

m
· E1 −

m− pp
m

· E2 (2.6)

where

E1 = −TP
Fuzzy

pp
· log

TPFuzzy

pp
− FPFuzzy

pp
· log

FPFuzzy

pp

and

E2 = −TN
Fuzzy

m− pp
· log

TNFuzzy

m− pp
− FNFuzzy

m− pp
· log

FNFuzzy

m− pp
.
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2.2.4 Testing

After the fuzzy decision tree was trained (as described in Section 2.2.3.2), a new instance will
be classified as shown in Section 2.2.2.1.

For evaluating the overall performance of the FuzzyDT model, a leave-one out cross-
validation is used [110]. In the leave-one out (LOO) cross-validation on a data set with n
software entities, the FuzzyDT model is trained on n-1 entities and then the obtained model
is tested on the instance which was left out. This is repeated n times, for each entity from
the data set.

During the cross-validation process, the confusion matrix [87] for the two possible out-
comes (non-defect and defect) is computed. We are considering that the defective class is the
positive one and the non-defective class is the negative one. The confusion matrix contains
four values, the number of True Positives (TP ), True Negatives (TN), False Positives (FP )
and False Negatives (FN). For computing the values from the confusion matrix, we are using
the known labels (classes) for the training instances.

Since the software defect prediction data are highly imbalanced (the number of defects is
much smaller than the number of non-defects) the main challenge in software defect prediction
is to obtain a large true positive rate and a small false negative rate. For defect predictors,
the accuracy of the classifier (i.e. number of testing instances which were correctly classified
- Formula (2.7)), is not a relevant evaluation measure, since the imbalanced nature of the
data.

Acc =
TP + TN

TP + TN + FP + FN
(2.7)

A more relevant evaluation measure for the performance of the software defect classifiers is
the Area Under the ROC Curve (AUC) measure [36] (larger AUC values indicate better defect
predictors). The AUC measure is usually used in case of approaches that output a single value
which is transformed into a class label using a threshold. For such approaches, modifying
the value of the threshold can lead to different values of the Probability of detection (Formula
(2.8)) and the Probability of false alarm (Formula (2.9)) measures. For each threshold, the
point (Pf , Pd) is represented on a plot, and AUC measures the area under this curve.

Pd =
TP

TP + FN
(2.8)

Pf =
FP

FP + TN
(2.9)

In case of approaches where the output is directly the class label, there is only one (Pf ,
Pd) point, which can be linked to the (0,0) and (1,1) points, and the area under this curve
can be computed using Formula (2.10).

AUC = (1− Pf) ∗ Pd+
Pf ∗ Pd

2
+

(1− Pf) ∗ (1− Pd)

2
(2.10)

2.2.5 Experimental evaluation

In this section we provide an experimental evaluation of the FuzzyDT model (described
in Section 2.2.3) on two open-source software systems which were previously used in the
software defect prediction literature. We mention that we have used our own implementation
for FuzzyDT, without using any third party libraries.
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Data set Defects Non-defects Difficulty

JEdit 48 319 0.6667

Ant 166 579 0.5723

Table 2.5: Description of the data sets used for the experimental evaluation.

Data set TN TP FN FP AUC Accuracy

JEdit original 305 18 30 14 0.666 0.88

JEdit enhanced 289 27 21 30 0.734 0.86

Ant original 539 60 106 40 0.646 0.80

Ant enhanced 526 84 82 53 0.707 0.82

Table 2.6: Results of the experimental evaluation.

2.2.5.1 Case studies

For the experimental evaluation of the FuzzyDT model we have used two openly available
data sets, created for two software systems written in Java: JEdit (version 4.2)1 and Ant
(version 1.7)2. Both data sets are available at [31]. Details about these two data sets can be
found in Table 2.5.

The last column of Table 2.5 contains the difficulty of the data sets. This measure was
introduced by Boetticher in [19] and is computed as the percentage of entities for which
the nearest neighbor (ignoring the label of the entity when computing the distances) has a
different label. Since our data sets are imbalanced, when computing the difficulty of the data
sets we considered only the percentage of defective entities for which the nearest neighbor is
non-defective.

For each data set that is used for the experimental evaluation, we will perform two
experiments. In the first experiment we are going to use the data set without any modification,
while in the second experiment we are going to enhance it by adding to the data set defective
entities taken from a different software system. We are adding extra defective entities to
reduce the imbalance in the data set. In the literature, two options are usually presented for
adding more defective entities: over-sampling (when some defective entities are duplicated)
and SMOTE (when new minority-class entities are created using the existing ones) [107]. We
believe that using actual defective entities from a different project is better than creating
synthetic entities.

For both data sets, we have added as extra defective entities, all the defective entities
from the Tomcat data set, which is also available at the Tera-Promise repository [31]. Con-
sequently, we have added 77 defective entities to both data sets, increasing the percentage of
defective entities from 0.131 to 0.282 (for JEdit) and from 0.223 to 0.30 (for Ant).

2.2.5.2 Results

Table 2.6 contains the results of the experimental evaluation. As presented in the previous
section, for each data set we have run the FuzzyDT model both for the original data set and
the data set enhanced with the defective entities taken from the Tomcat system. We mention
that these defective entities were used only for the training of the model, the testing was
performed only on the entities from the JEdit and Ant systems.

Besides the AUC performance measure - computed with the Formula (2.10) - we have
decided to add to Table 2.6 the entire confusion matrix to allow the computation of any
performance measures for our approach, to facilitate the comparison of our results to other

1https://terapromise.csc.ncsu.edu/!/#repo/view/head/defect/ck/jedit/
2https://terapromise.csc.ncsu.edu/!/#repo/view/head/defect/ck/ant/ant-1.7
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approaches. While we argued that accuracy is not a good performance measure in case of
imbalanced data sets, we have decided to add it to Table 2.6 to show how different the values
of this measure are compared to AUC.

2.2.6 Discussion

In this section we provide an analysis of our approach, as well as a comparison to similar
approaches existing in the defect prediction literature.

2.2.6.1 Results analysis

Analyzing the results from Table 2.6 we can observe that, for both data sets, the AUC values
are higher for the enhanced version than for the original one. This difference was illustrated on
Figure 2.10 as well. We can also observe from Table 2.6 that the values for the True positives
have increased for the enhanced version in both situations, which means that the number
of False negatives has decreased. False negatives are defective entities that are classified as
non-defective by the approach, and in case of defect detection, such errors are more serious
than False positives, situations when non-defective entities are classified as defective. In the
first case an error in the entity will be missed, while in the second case some time will be
wasted to check an entity that contains no defects.

Figure 2.10: Comparison of the AUC values for the original and enhanced data sets.

We can also observe that the values for the accuracy measure are a lot higher than the
ones for the AUC. This demonstrates that accuracy is not a suitable performance measure
for imbalanced data sets, because we can have high accuracy in cases when only most of the
majority class was correctly classified.

Unfortunately, the AUC values are not very high, but the reason for this is the difficulty
of the data sets. As presented in the last column of Table 2.5, both data sets have really high
values for the difficulty metric. The value 0.66 in case of the JEdit data set means that 66%
of the defective entities from the data set have as nearest neighbor a non-defective entity.

2.2.6.2 Comparison to related work

In this section we compare the results for our approach to the results reported in the literature.
We selected for comparison existing methods that use for the experimental evaluation the
same data sets that we have used: JEdit and Ant. While for the Ant data set most existing
approaches use version 1.7, in case of the JEdit data set there is not a version used in most
existing related work.

Table 2.7 contains a comparison of the results for our approach and results achieved for
other approaches reported in the literature. The first two lines of the table contain the results
for our approach, both for the original and the enhanced data sets.
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Approach AUC - JEdit AUC - Ant

FuzzyDT - original 0.666 0.646

FuzzyDT - enhanced 0.735 0.707

Weka - Decision Tree 0.520 0.629

Orange - Decision Tree 0.620 0.654

Multivariate Logistic Regression [65] n/a 0.754

Logistic Regression - Weka 0.602 0.661

Multi-Objective [21]
(0.13, 0.33) 0.305 (0.51, 0.39) 0.641
(0.18, 0.64) 0.346 (0.43, 0.77) 0.739
(0.18, 0.54) 0.369 (0.43, 0.43) 0.633

Bayesian networks [82] 0.732 0.703

Table 2.7: Comparison of the results to similar approaches.

The next two lines contain the results achieved for the Decision Tree classifier using two
openly available machine learning software: Weka [41] and Orange [83]. We want to mention
that we have used the original data sets because in case of the enhanced data sets we could
not find settings for using the extra defective entities only for the training and perform the
leave-one-out cross validation on the original entities only. Also, we have taken from the
results of these software systems only the confusion matrix, and computed the value of the
AUC measure using our formula.

The fifth line contains the results reported in [65] using Logistic Regression with 10-fold
cross validation on the Ant data set. The paper reports multiple performance measures, we
have taken the sensitivity (which is equal to Pd) and specificity (which is 1− Pf) and used
them to compute the value of the AUC measure, using the Formula (2.10). We have also
run the Logistic Regression classifier from Weka on the data sets and computed the value of
the AUC measure from the confusion matrix. These values are presented on the next line of
Table 2.7.

The next three lines contain the results from [21], a multi-objective cross-project defect
detection approach, which, instead of returning one single solution, computes a whole Pareto-
front of solutions. In order to perform different comparisons Canfora et al. present in [21]
some (precision, recall) pairs for their approach. From these values we have computed the
confusion matrix and the value of the AUC measure. On each line, in front of the AUC
value, we have given the (precision, recall) pair for which it was computed. In case of the
JEdit system, [21] uses the 4.0 version, not 4.2 like we do. We have run our Fuzzy DT model
on JEdit 4.0 as well, and we achieved an AUC value of 0.7, which is better than the results
reported in [21].

The last line contains the results for the Bayesian networks, an approach introduced
in [82]. We have used the Weka implementation for Bayesian networks to replicate the
experiments presented in [82] and computed the value of the AUC measure from the confusion
matrix.

Comparing the AUC values for approaches presented in the literature to our approach,
we can observe that in case of the JEdit data set our approach with the enhanced data set
has the highest AUC value. In case of the Ant system, our enhanced approach has the third
highest value, but the difference between the first three AUC values are not very big.

For the JEdit data set, the Fuzzy DT for the original data set performed better than the
related work in 6 cases out of 7 comparisons while the Fuzzy DT for the enhanced data set
performed better in all 7 cases. For the Ant data set, out of 8 comparisons, the Fuzzy DT
for the original data set provided better AUC values in only 3 comparisons, while the Fuzzy
DT for the enhanced data set performed better in 6 cases. One can observe that, for both
JEdit and Ant data sets, the Fuzzy DT for the enhanced data sets outperformed the Fuzzy
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Data set TN TP FN FP AUC Accuracy

JEdit 292 25 23 27 0.718 0.864

Ant 535 73 93 44 0.682 0.816

Table 2.8: Results of the Fuzzy DT with over-sampling.

DT for the original data sets.
It is known that coping with imbalanced data sets can be done by under-sampling (re-

moving elements from the majority class) and over-sampling (duplicating elements from the
minority class) [23]. The process of creating the enhanced data sets used for the experimental
evaluation of the Fuzzy DT is similar to over-sampling, but instead of duplicating existing
instances we used defective instances from a different project. To demonstrate the advantage
of this approach, we compared it to simple over-sampling on both the JEdit and Ant data
sets. In order to make a fair comparison, for both data sets we have randomly selected 77
defective entities (the same number of defective entities were taken from the Tomcat project
to create the enhanced data sets) and added them to the data sets. We tested the Fuzzy DT
on these data sets, using a leave-one-out validation, where the extra entities were used only
for the training step, but not for testing. The obtained results are shown in Table 2.8.

Comparing the AUC values from Tables 2.6 and 2.8 we can conclude that coping with
imbalance through adding existing instances from a different project leads to an increased
performance compared to simple over-sampling. The result of this is illustrated in Figure 2.11.
The AUC values for each data set (JEdit and Ant) are depicted using two bars: the first one
corresponds to our Fuzzy DT using simple over-sampling on the data set and the second bar
represents our proposal of Fuzzy DT for the enhanced data set. Further investigations will
be made in order to consider other methods for handling the imbalance nature of the data
sets.

Figure 2.11: Comparison to simple over-sampling.

2.2.7 Conclusions and future work

A fuzzy decision tree model has been introduced for predicting, in a supervised manner, those
entities from software systems which are likely to be defective. The experimental evaluation
which was performed on two open-source software systems provided results better than most
of the similar existing approaches and highlighted a very good performance of the proposed
approach . Much more, the fuzzy decision tree approach proved to outperform, for the
considered case studies, the crisp DT approach.

Further work will be carried out in order to extend the experimental evaluation of the fuzzy
decision tree approach proposed in this paper. We also aim to investigate a hybridization
between the fuzzy DT model and relational association rules [94], since we are confident that
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relations between the values for different software metrics would be relevant in discriminating
between defective and non-defective software entities.



Chapter 3

Software packages refactoring using
a hierarchical clustering-based
approach

The structure of a software system is the subject of many changes during the system lifecycle
and it has a major impact on the maintainability of the system. Improper implementations
of these changes often imply structure degradation that leads to costly maintenance, this is
why continuous software refactoring is beneficial.

Fowler defines in [37] refactoring as “the process of changing a software system in such a
way that it does not alter the external behavior of the code yet improves its internal structure.
It is a disciplined way to clean up code that minimizes the chances of introducing bugs”.

In the original paper [74] we have approached the problem of software refactoring at
the package level and we proposed a clustering-based approach, that would help developers
to group application classes from an existing software system into appropriate packages.
Clustering [57] is a well known unsupervised learning technique that is very useful in detecting
hidden patterns in data. Our approach takes an existing software system and re-modularizes
it at the package level using hierarchical clustering, in order to obtain better-structured
packages. Considering a certain structure of packages from a software system, the method
proposed in this chapter would also be useful for suggesting the developer the appropriate
package for a newly added application class.

It is well-known that different software systems can have different architectures [13], and
the architecture of the system influences how classes should be divided into packages. Al-
though there is the general “low coupling, high cohesion” rule [108], in case of layered or
multitier architectures, for example, classes from different layers have dependencies between
them, and they should not be placed in the same package. Thus, when developing a method
for grouping classes into packages, we have to consider the architecture of the system. In this
paper we will focus on grouping classes into packages in case of frameworks (systems with
many abstract classes and interfaces).

The rest of the chapter is structured as follows. Section 3.1 emphasizes the relevance of the
problem of software re-modularization at the package level and also gives a motivation of our
approach. The fundamentals of clustering, as well as a survey on existing approaches in the
software engineering literature in the direction of automatic software packages restructuring
are presented in Section 3.2. Section 3.3 introduces the clustering-based approach we propose
for software packages restructuring. Section 3.4 provides an experimental evaluation of our
approach. An analysis of the method proposed in this paper as well as a comparison with
existing similar approaches are given in Section 3.5.

28
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3.1 Motivation

Software systems have become increasingly complex and versatile [51], that is why in order to
make them simple to maintain and evolve, it is very important to continuously refactor the
code. There is a continuous interest in applying data mining [118], [7] methods in software
engineering as mining techniques can support several aspects of the software development
life-cycle, such as software quality [91].

Refactoring is adopted by the modern software development methodologies, such as ex-
treme programming and other agile methodologies, as a solution for keeping the software
structure clean and easy to maintain. Refactoring becomes an integral part of the software
development cycle: developers alternate between adding new tests and functionality and
refactoring the code to improve its internal consistency and clarity [95].

Nowadays, the software systems are becoming more and more complex, consisting of
thousands of application classes which are grouped into software packages. Moreover, they
evolve over time and have many releases, which are resolving new functional requirements
or are due to technological improvements. Without an appropriate package structure of the
software, the system becomes hard to maintain, since its structure may be deteriorated. Thus,
software restructuring at the package level is an important process in software maintenance
and evolution. The cost of software maintenance increases with the complexity of the systems,
therefore it is very hard for software developers to decide the appropriate software package
in which a newly added application class has to be placed. When the number of application
classes is large the class assignment decision is not an easy one, since it involves a good
knowledge of the overall system design.

The problem of software packages restructuring arises from practical needs, thus the
approach proposed in this paper can be useful for assisting software developers in their daily
works of refactoring packages in software systems. Consequently, the approach we propose
in this paper would be effective for software developers in assisting them during maintaining
complex software systems, as well as through the software evolution [54].

3.2 Background

In this section we present the main aspects related to the clustering problem, as well as a
literature review on the problem of automatic software packages restructuring.

3.2.1 Clustering

Clustering [43] is a data mining activity that aims at partitioning a set of data (or objects)
in a set of meaningful sub-classes, called clusters, being considered the most important un-
supervised learning problem. The resulting subsets or groups, distinct and non-empty, are
to be built so that the objects within each cluster are more closely related to one another,
than objects assigned to different clusters. Central to the clustering process is the notion of
degree of similarity (or dissimilarity) between the objects.

Let O = {O1, O2, . . . , On} be the set of objects to be clustered. The measure used for
discriminating objects can be any metric or semi-metric function d : O × O −→ <. The
distance expresses the dissimilarity between objects.

In this paper we are focusing only on hierarchical clustering [35], that is why, in the
following, a short overview of the hierarchical clustering methods is presented.

Hierarchical clustering methods represent a major class of clustering techniques [49].
There are two styles of hierarchical clustering algorithms. Given a set of n objects, the
agglomerative (bottom-up) methods begin with n singletons (sets with one element), merg-
ing them until a single cluster is obtained. At each step, the most similar two clusters are
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chosen for merging. The divisive (top-down) methods start from one cluster containing all n
objects and split it until n clusters are obtained.

The agglomerative clustering algorithms that were proposed in the literature, differ in the
way the two most similar clusters are calculated and the linkage-metric used (single, complete
or average). Single link algorithms merge the clusters whose distance between their closest
patterns is the smallest. Complete link algorithms, on the other hand, merge the clusters
whose distance between their most distant patterns is the smallest [49]. In general, complete
link algorithms generate compact clusters, while single link algorithms generate elongated
clusters. Complete link algorithms are generally more useful than single link algorithms.
Average link algorithms merge the clusters whose average distance (the average of distances
between the objects from the clusters) is the smallest. Average link clustering is a compromise
between the sensitivity of complete-link clustering to outliers and the tendency of single-link
clustering to form long chains that do not correspond to the intuitive notion of clusters as
compact, spherical objects [71].

3.2.2 Software remodularization at the package level. Literature review

In the literature, there are several different methods reported for identifying how classes
should be grouped into packages. One such method is presented in [9], where clustering is used
to find the ideal grouping of classes. The authors present several methods and experimental
results of these methods. In the first method they keep the current package structure of the
software system, but they check if there are classes which should be moved from one package
to another. For each class they count the number of initializations of that class in the existing
packages. If a class has a higher number of initialization in a different package than its own,
it is suggested to be moved to that one.

The second method presented in [9] uses a vector-based representation of the classes,
i.e. every class from the software system is represented as a multidimensional vector. The
length of the vector represents the total number of methods in the system and the values
in the representation of the classes are the number of calls to the given method. For two
such vectors a dissimilarity coefficient is defined, which will be used in the clustering process.
They use a hierarchical clustering algorithm and experiment with different linkage-metrics:
single, complete and average. They also present a novel clustering algorithm, called Adaptive
k-Nearest Neighbour (A-KNN) Clustering, which gives similar results to regular clustering
algorithms, but has lower complexity.

Another method that tries to automatically divide classes into packages is the one pre-
sented in [84]. In this method, software networks are used to represent classes from a software
system and their dependencies. They use two kind of dependencies, method accessing at-
tribute and method call dependencies. Dependencies between classes are defined based on
these two types of dependencies: if a method from a class accesses an attribute or calls a
method from a different class, a dependency is formed between the two classes. On the
networks built based on these dependencies a constrained community detection algorithm is
applied, which will identify the optimized community structures, that correspond to the ideal
package structure.

Even if it can not restructure a whole system, the method presented by Bavota et al. in
[14] can divide a package, which has a low cohesion, into several more cohesive packages. They
measure cohesion considering both structural and semantic relationships among the classes.
Thus, for every pair of classes, they compute a likelihood that the two classes should be
together in a package, using a structural software metric (Information-Flow Based Coupling)
and a semantic one (Conceptual Coupling Between Classes). Using these likelihoods they
extract chains of classes from the package which should form separate packages.

Another direction of research that should be mentioned, is the definition of different met-
rics, which measure the quality of packages in a software system. Such metrics are defined in
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[92], that measure different aspects of the division into packages: coupling, not programming
to interfaces, size, system extensibility, API cohesiveness and segregation, common use of
method classes, a total of 14 metrics. The only disadvantage of these metrics is that they
require the explicit definition of APIs for the packages, but in most systems, such APIs are
not defined. Another set of metrics, which overcomes this disadvantage by automatically con-
sidering as part of the API those classes that interact with classes from different packages,
is presented in [33]. They introduce three coupling metrics and two cohesion metrics defined
for packages. These metrics are based on two types of dependencies: extend dependencies
and use dependencies (defined as method call or attribute access). Some metrics are actually
pairs, containing one metric defined for extend dependencies and one for use dependencies
(for example: Index of Inter-Package Usage and Index of Inter-Package Extending).

3.3 Methodology

In this section we introduce the clustering-based approach (CASP - Clustering Approach for
Software Packages Restructuring) for software re-modularization at the package level.

CASP approach consists of two steps:

• Data collection - The existing software system is analyzed in order to extract from
it relevant information about application classes, methods, attributes and the existing
relationships between them: inheritance relations, aggregation relations, dependencies
between the entities from the software system. These information can be extracted from
existing documents of the software system, like: source code, byte code, UML diagrams,
or other documents that may provide the needed information. All these collected data
will be used in the Grouping step of our approach.

• Grouping - The set of classes from the software system, considering the relevant in-
formation extracted at the previous step, are grouped in clusters (packages) using a
clustering algorithm (HASP in our approach). The goal of this step is to obtain a par-
titioning of the software system into packages (each cluster from the obtained partition
corresponds to a software package).

In the following, we introduce a theoretical model on which our clustering approach is
based and a more detailed description of CASP.

3.3.1 Theoretical model

Let S = {s1, s2, ..., sn} be a software system, where si, 1 ≤ i ≤ n represents an application
class from the software system.

Let us consider that:

• Each application class si (1 ≤ i ≤ n) is a set of methods and attributes, i.e. si =
{mi1,mi2, . . . ,mipi , ai1, ai2, . . . , airi , where mij (∀j, 1 ≤ j ≤ pi) are methods and aik
(∀k, 1 ≤ k ≤ ri) are attributes from the application class si.

• Meth(S) =

n⋃
i=1

pi⋃
j=1

mij , Meth(S) ⊂
n⋃

i=1

si, is the set of methods from all the application

classes of the software system S.

• Attr(S) =

n⋃
i=1

ri⋃
j=1

aij , Attr(S) ⊂
n⋃

i=1

si, is the set of attributes from the application

classes of the software system S.
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At the Grouping step of our approach, the application classes from software system S
have to be re-grouped. This re-grouping is represented as a partition of S.

Partition into packages of a software system S.

The set K = {K1,K2, ...,Kv} is called a partition into packages of the software system
S = {s1, s2, . . . , sn} iff

• 1 ≤ v ≤ n;

• Ki ⊆ S,Ki 6= ∅,∀i, 1 ≤ i ≤ v;

•
n⋃

i=1

si =

v⋃
i=1

Ki and Ki ∩Kj = ∅, ∀i, j, 1 ≤ i, j ≤ v, i 6= j.

In a partition K = {K1,K2, ...,Kv} of the software system S a cluster Ki represents a
software package (group of application classes).

3.3.2 Grouping into packages

In the following we introduce a novel hierarchical agglomerative clustering algorithm (HASP
- Hierarchical Clustering Algorithm for Software Packages Restructuring), which aims at
identifying a partition of a software system S, that corresponds to a good structure of
packages of the software system. Since the architecture of a software system is an important
factor when deciding which classes should be placed in the same package, it is complicated to
create a universal model, that works for every architecture. In this paper we are focusing on
identifying a good structure of packages for a framework, consequently, the HASP algorithm
will be suitable for such systems.

In our clustering-based approach, the objects to be clustered are the application classes
from the software system S, i.e. {s1, s2, . . . , sn}. Our focus is to group application classes
from S into packages (cluster). In the following, when referring to a cluster, we are considering
a group of application classes (a possible software package).

Based on the considerations above, we are going to associate in the following a score to
a group G of application classes (group that may represent a possible package) in a software
system S. This score will give a measure of how “good” the software package consisting
of the application classes from G is, also considering the other packages from the software
system S.

Let us consider that K = {K1,K2, ...,Kv} is a partition of the software system S rep-
resenting a current partitioning into packages of the system. Since we are going to apply a
hierarchical clustering-based approach, we have to decide at a given moment in the clustering
process to merge into a single cluster two clusters Ki and Kj from the current partition K.
Thus, we aim at defining a numerical value, denoted by score (Formula (3.1)), indicating
the “importance” of the software package obtained by merging the clusters Ki and Kj with
respect to the remaining packages from the partition K. At a given moment in the hierarchi-
cal clustering process, we will merge the pair of clusters that have the maximum associated
score.

3.3.2.1 Selected features

In order to obtain a good package structure, we try to capture important characteristics of a
good package: high cohesion, low coupling, high reuse potential. Seven features F1, F2, F3, F4, F5, F6, F7

were identified to be relevant in characterizing how “good” is the software package Ki
⋃
Kj

related to the rest of the packages from the partition K. An important part for computing
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most of these features is based on the notion of “dependency” (between classes, packages).
For a given class C, we consider that the list of classes C depends on is formed by:

(1) All the interfaces implemented by C and the class extended by C, if they exist.

(2) The types of the attributes in class C.

(3) For every method m from class C we consider:

a. The type of the parameters for method m.

b. The type of the returned value for method m.

c. Classes whose attributes are directly accessed in the method m.

d. Types of the local variables created/used in m.

e. Classes from which methods are called in m.

We have also considered that not every type of dependency is equally important when group-
ing the classes into packages, so we have decided to weight these dependency types differently,
according to their importance: attribute type (item (2) - strongest), inheritance (item (1)),
method/attribute access (item (3c) - weakest). The weights used in our approach for these
three dependencies are 6, 4 and 2, respectively. All other dependency types are equally
weighted.

Let us denote by K∗ = K \ {Ki,Kj} the partition K without the packages Ki and Kj .
Therefore, score(Ki

⋃
Kj ,K∗) depends on the following features:

1. Feature F1 - Package cohesion. This feature counts the number of dependencies
between the classes in package Ki

⋃
Kj . For every class C from this package we compute

the list of classes it depends on and we count how many of these classes are in package
Ki
⋃
Kj . For this feature we count a dependency multiple times if it appears more than

once.

2. Feature F2 - Package reuse. This feature counts the number of the packages from
the rest of the system, K∗, depending on the package Ki

⋃
Kj (on at least one class).

3. Feature F3 - Package coupling. This feature counts the number of packages from
K∗ on which classes from Ki

⋃
Kj depend on.

4. Feature F4 - Name cohesion. This feature measures the similarity between names
of the classes from package Ki

⋃
Kj .

5. Feature F5 - Dependency similarity. This feature measures how similar the classes
from K∗ on which the application classes of Ki

⋃
Kj depend on are.

6. Feature F6 - General coupling. This feature counts the percentage of pairs of classes
(one class from Ki and one from Kj) which have a dependency (in either direction).

7. Feature F7 - General name coupling. This feature computes the percentage of
methods with similar names for every pair of classes (one from Ki and one from Kj).

3.3.2.2 A simple example

In order to better understand how these features are computed, in the following, we will
present a short, simple example, a system consisting of seven classes, part of an online
bookstore. The source code is presented on Figure 3.1, and the list of dependencies for every
class from Figure 3.1 is given in Table 3.1.

Let us consider that at a given step in the clustering process, the current partition contains
the following four clusters:



CHAPTER 3. CUSTERING BASED SOFTWARE PACKAGES RESTRUCTURING 34

public abstract class AbstractBook{

protected String title;

protected String author;

protected Integer year;

public String getDescription(){

return title + ":" + author+

+ "(" + year + ")";

}

// simple constructor with fields as

// parameters, getters and

// setters for fields

}

public class AudioBook extends

AbstractBook{

private String reader;

public String getDescription(){

return super.getDescription() +

" - AudioBook (" + reader + ")";

}

// simple constructor with fields as

// parameters, getter and

// setter for reader

}

public class EBook extends

AbstractBook{

private String format;

private boolean blackAndWhite;

private Integer size;

public String getDescription(){

return super.getDescription() +

" - EBook (" + format + ")";

}

// simple constructor with fields as

// parameters, getters and setters

// for fields

}

public class PaperBook extends

AbstractBook{

private String type;

private Integer weight;

public String getDescription(){

return super.getDescription() +

" - " +type;

}

// simple constructor with fields as

// parameters, getters and setters

// for fields

}

public abstract class EBookReader{

protected List<String> supportedFormats;

protected String resolution;

protected String model;

public abstract boolean supports(EBook b);

// simple constructor with fields as

// parameters, getters and setters

// for fields

}

public class ColorReader extends

EBookReader{

public boolean supports(EBook b){

if(supportedFormats.contains(

b.getFormat()))

return true;

else

return false;

}

// simple constructor with fields as

// parameters

}

public class BlackAndWhiteReader

extends EBookReader{

public boolean supports(EBook b){

if(!(supportedFormats.contains(

b.getFormat())))

return false;

if(book.isBlackAndWhite())

return true;

return false;

}

// simple constructor with fields as

// parameters

}

Figure 3.1: Simple Code Example
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Class name Dependencies

AbstractBook ∅
AudioBook AbstractBook (6 times)

EBook AbstractBook (6 times)

PaperBook AbstractBook (6 times)

EBookReader EBook

ColorReader EBookReader(5 times), EBook(2 times)

BlackAndWhiteReader EBookReader(5 times), EBook(3 times)

Table 3.1: Dependencies for classes from Figure 3.1
.

• C1 : EBookReader, ColorReader, BlackAndWhite-Reader

• C2 : AbstractBook, AudioBook

• C3 : PaperBook

• C4 : EBook

The values of the seven features, presented in the previous Section, for the pairs of clusters C1

- C4, C2−C4 and C3−C4 are presented in Table 3.2. For the first pair, C1 - C4, consisting of
classes EBookReader, ColorReader, BlackAndWhiteReader, respectively EBook, the values
are computed in the following way:

• F1. EBookReader has a single dependency on EBook, ColorReader has five dependen-
cies on EBookReader and two on EBook, BlackAndWhiteReader has five dependencies
on EBookReader and three on EBook, and EBook has no dependencies (from the C1 -
C4 package). This is a total of 16 dependencies.

• F2. There is no package in the system which uses classes from the C1 - C4 package, so
this value is 0.

• F3. The only package on which classes from C1 - C4 depend on is C2, so this value is 1.

• F4. For this feature we consider every pair of classes and count the common words
in their names: EBookReader - ColorReader (1 word), EBookReader - BlackAnd-
WhiteReader (1 word), EBookReader - EBook (2 words, E is a separate word), Color-
Reader - BlackAndWhiteReader (1 word), ColorReader - EBook (0 words), BlackAnd-
WhiteReader - EBook (0 words). In total, there are 5 common words in 6 pairs, so this
value is 0.83.

• F5. There is no class on which all classes from C1 - C4 depend on, so this feature has
the value of 0.

• F6. There is a dependency between every pair of classes, when one class comes from
C1 and the other from C4, so the value of this feature is 1.

• F7. There is no common method for the pairs of classes, considered as for F6, so this
value is 0.



CHAPTER 3. CUSTERING BASED SOFTWARE PACKAGES RESTRUCTURING 36

Pair of F1 F2 F3 F4 F5 F6 F7

clusters

C1 - C4 16 0 1 0.83 0 1 0

C2 - C4 12 2 0 1 0 0.5 0.094

C3 - C4 0 1 1 1 1 0 0.091

Table 3.2: Values of features for three cluster pairs
.

score(Ki

⋃
Kj ,K∗) =

2∑
i=1

wi · Fi − w3 · F3

|Ki
⋃
Kj |2 − 1

+
7∑

i=4

wi · Fi (3.1)

3.3.2.3 Score computation

After the relevant features were identified, the score score(Ki
⋃
Kj ,K∗) of the software pack-

age Ki
⋃
Kj is defined as a linear function on these features, as given in Formula (3.1).

When defining this score we have first started from the well-known principle, that packages
should have high cohesion and low coupling. We also wanted to consider many different
types of dependencies between classes, not just initialization, method call, attribute access
like some other methods do. Also, when considering coupling, which should be low, for a
given package we differentiate between the package being used by some other package (feature
F2) and the package using another package (feature F3). From the perspective of a given
package, we consider that the former is “good coupling” - when you create a package, you
want other packages to use it -, while the latter is “bad coupling” - you want a package to be
as independent as possible. Also, we have noticed that aiming just for high cohesion and low
coupling will often result in some big packages with absolutely no connection between them
(0 being the lowest possible coupling). This is why we introduced the rest of the features,
to measure the similarity of the names of the classes, how common the used classes are, how
many relations are between the classes of the two packages to be merged and so on.

In Formula (3.1) wi (0 ≤ wi ≤ 1) is the weight associated to the feature Fi (∀ 1 ≤ i ≤ 7).
In order to obtain good values for the weights a grid search procedure [16] will be used (details
are given in Section 3.4.1). In defining the score we started from the intuition that in order to
obtain good packages the values for the features F1, F2, F4, F5, F6, F7 have to be maximized
(since they express the cohesion between Ki and Kj), the value for F3 has to be minimized
(since it expresses the coupling between Ki and Kj to the rest of the packages), without
favoring packages with a large number of classes.

HASP is based on the idea of hierarchical agglomerative clustering. At a given step, the
pair of clusters that have the maximum associated score are merged. This means (considering
the way the score was defined) that the application classes from the two clusters (packages)
are cohesive enough in order to be placed in the same cluster.

The agglomerative hierarchical clustering process is performed until a single cluster is
obtained. From all the generated partitions, we need to identify the one that is likely to be
the “best” partitioning of the software system S into software packages. For this, we are
going to assign an overall score to a partition of a software system (set of software packages),
score that has to be maximized in order to obtain a better partitioning.

Let us consider a partition K = {K1,K2, ...,Kv} of a software system S, where Ki repre-
sents a software package. The overall score associated to partition K is defined in Formula
(3.2).
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overallScore(K) =

v∑
i=1

sc(Ki,K)

v
(3.2)

where sc(Ki,K) expresses how well structured is the package Ki within the partition K and
is defined as in Formula (3.3).

sc(Ki,K) =

2∑
i=1

wi · Fi − w3 · F3

|Ki|2 − 1
+

5∑
i=4

wi · Fi (3.3)

In Formula (3.3) Fi (1 ≤ i ≤ 5) are the features that were described above and wi

(1 ≤ i ≤ 5) are the weights that are associated to these features. We mention that features
F6 and F7 (from Formula (3.1)) are not considered in Formula (3.3), since these features are
characterizing two packages (that will be merged during the clustering process), not a single
one.

3.3.2.4 The HASP algorithm

The main steps of the HASP algorithm are:

• Each application class from the software system is put in its own cluster (package).

• The following steps are repeated until a single cluster is obtained in the partition:

– For the current partition, the corresponding overallScore is computed.

– Select the pair of clusters (Ki,Kj) from the current partition K that maximize the
value score(Ki

⋃
Kj ,K∗) (Formula (3.1)) and merge these clusters.

In order to identify the most appropriate np number of clusters, the following analysis is
performed. We consider that K1,K2, . . .Kn (n is the number of application classes from the
software system) are the partitions generated by the HASP algorithm, where Ki represents
the partition with i clusters (1 ≤ i ≤ n). The sequence os = (os1, os2, . . . , osn) where
osi = overallScore(Ki), is analyzed as follows:

• The local maxima osi1 , osi2 , . . . , osik from the os sequence are computed. For each local
maximum osij (1 ≤ j ≤ k) the local minima, that are nearest the local maximum in the
sequence before and after it, are computed. Now, we associate to osij a value val(ij)
computed as the difference between the local maximum and the mean of the two local
minima.

• The position of the maximum value from the sequence val(i1), val(i2), . . . , val(in) is
considered to be the most appropriate number np of software packages, i.e. np =
argmaxj=1,n(val(ij)).

With the number of clusters identified using the analysis above, the solution reported by
the HASP algorithm is the partition containing np clusters, i.e. Knp.

We give next the HASP algorithm.

Algorithm HASP is

Input:
- the software system S = {s1, . . . , sn}, n ≥ 2
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Output:
- Koptimal = {K1,K2, ...,Kv}, the partition of packages in S.
Begin

For i ← 1 to n do

Ki ← {si} //each class is put in its own cluster
endfor

K[n]← {K1, . . . ,Kn} //the initial partition
nc← n
//nc is the number of clusters in the current partition
While nc > 1 //until a single cluster is obtained

maxScore← 0 //the maximum score

For i∗ ← 1 to |K|-1 do

For j∗ ← i∗ + 1 to |K| do
K∗ ← K[nc] \ {Ki∗ ,Kj∗}
s← score(Ki∗

⋃
Kj∗ ,K∗)

If s > maxScore then

maxScore← s
i← i∗

j ← j∗

endif

endfor

endfor

Knew ← Ki ∪Kj

nc← nc− 1
K[nc]← (K[nc+ 1] \ {Ki,Kj}) ∪ {Knew}
endif

endwhile

@ determine the number np of clusters

Koptimal ← K[np]
End.

3.3.3 Assigning application classes to packages

In the following we aim at proposing an algorithm that will provide the appropriate software
package for a newly added application class.

Let us consider that K = {K1,K2, ...,Kv} is the actual partition into packages of the
software system S. A new application class C is added to the system. In order to decide what
is the most appropriate software package into which C should be added, we are reasoning as
follows. For each software package Ki (1 ≤ i ≤ v) we compute the score score(Ki

⋃
{C},K \

{Ki}) obtained by adding application class C to software packageKi. The maximum obtained
score will give us the software packages to which application class C should be assigned.

The algorithm is given below.

Algorithm AssignClass is

Input:
- the partition K = {K1,K2, ...,Kv} of S
- the application class C
Output:
- rez (1 ≤ rez ≤ v).
Begin

maxScore← 0 //the maximum score
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For i ← 1 to v do

s← score(Ki
⋃
{C},K \ {Ki})

If s > maxScore then

maxScore← s
rez ← i

endif

endfor

//Krez is the suggested package for class C
End.

In some cases it is possible that the new class should be added into a newly created
package. Although the current version of our algorithm does not consider this case, it is
possible to add a threshold value t, and report Krez as a solution only if maxScore > t,
otherwise return v + 1 suggesting that a new package should be created. We intend to add
this improvement to the future version of the algorithm.

3.4 Experimental evaluation

In our experiments we will consider two open source software systems that will be restructured
in packages using the CASP approach introduced in this paper. The reasons for choosing
these two software systems are the following:

• They both are frameworks, which is important, because our method was designed to
restructure into packages the application classes from a framework.

• They are openly available.

• They were written in Java, and our current implementation of the Data Collection step
analyzes systems written in Java.

• They have a relatively small number of classes, which allows manual verification and
analysis.

3.4.1 Parameters tuning

The optimization of the weights w1, w2, · · ·w7 used for computing the score (Section 3.3.2)
of a software package within a software system is performed by a grid search method on a
validation set. Even if it is a method usually used for optimizing parameters of a supervised
learning method, we are using the grid search method within an unsupervised learning sce-
nario. As validation set we use a software framework that was introduced in [29] in order to
solve combinatorial optimization problems using reinforcement learning [100]. This frame-
work was used in [18, 28, 27] for solving with reinforcement learning several optimization
problems. For this software system a good partition into packages is known.

The grid search [16] makes repeated trials for each parameter across a specified interval.
For each combination of these parameters, the HASP algorithm (Section 3.3.2) is applied on
the software system used as validation set. The grid search procedure is guided by the CIP
evaluation measure (Section 3.4.2), which expresses how close is a partition to the known
partitioning, and thus has to be maximized. Consequently, we are searching for values for
the weights which are leading to the partition that is the most similar to the known partition
into packages.

In the grid search procedure, we are using the following sequences for the weights: wi =
(0.2, 0.2 + 1 · 10−2, 0.2 + 2 · 10−2, . . . , 0.8) for i = 1, 2, 3, 4, 5, 6, 7.
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The best values for the weights obtained through the grid search procedure are: w1 = 0.22,
w2 = 0.25, w3 = 0.2, w4 = 0.52, w5 = 0.72, w6 = 0.3, w7 = 0.36. These values will be used
in the experiments that will be presented below.

We have performed in [73] a study in order to evaluate how well packages in a software
system are structured using the overallScore evaluation measure and the weights that were
obtained above. Three open source software frameworks [1, 2, 3] were considered for exper-
imentation, and the conclusions of the study were that overallScore measure is capable of
differentiating between a good and a bad partitioning into packages of a software system,
which did not always happen in case of the other metrics taken from the literature. More-
over, overallScore has proven to be strongly positively correlated with the good structure of
packages from the considered software systems.

3.4.2 Evaluation measure

For evaluating how accurate are the partitions obtained by the HASP algorithm in com-
parison with a given structure of packages of the software system (considered to be a good
structure of packages), we use the CIP evaluation measure.

In the following, let us consider a software system S, a partition K = {K1, . . . ,Kv} (in

our case provided by HASP algorithm) and Kgood = {Kgood
1 , . . . ,Kgood

q } (a good structure
of packages that is apriori-known).

Cohesion of Identified Packages - CIP.

The cohesion of the software packages fromKgood in the partitionK, denoted by CIP (Kgood,K),

is defined as: CIP (Kgood,K) = 1
q

q∑
i=1

cip(Kgood
i ,K). cip(Kgood

i ,K) is the cohesion of package

Kgood
i in partition K and is defined as: cip(Kgood

i ,K) =

∑
k∈M

K
good
i

|Kgood
i ∩ k|

|Kgood
i ∪ k|

|M
K

good
i

| , where M
Kgood

i

is defined as: M
Kgood

i
= {k | k ∈ K, Kgood

i ∩ k 6= ∅}.
For a given software package p ∈ Kgood, cip(p,K) defines the degree to which the ap-

plication classes from the software package p belong together in clusters from the partition
K.

It can be easily proven that, if K is a partition of the software system S and Kgood is a
good structure of packages of S, then the following inequality holds: 0 ≤ CIP (Kgood,K) ≤ 1.

Larger values for CIP indicate better partitions with respect to Kgood, meaning that CIP
has to be maximized. If CIP (Kgood,K) = 1, it means that K is the optimal partition, as it
coincides with the good structure, Kgood, of packages.

3.4.3 Experiments

For each software system S considered for evaluation, two experiments are performed. The
way these experiments are performed is described below.

Experiment 1

During the first experiment the HASP clustering algorithm introduced in Section 3.3.2 is
applied in order to obtain a structure of packages that will be compared against the actual
structure of S. The experiment is conducted as follows:
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• First, at the Data Collection step, the relevant information from the software S is
extracted. The evaluated software system is written in Java. In order to extract from
the systems the data needed in the Grouping step of our approach (Section 3.3) we use
ASM 3.0 [11], a Java bytecode manipulation framework. We use this framework in order
to extract the structure of the systems (attributes, methods, classes and relationships
between all these entities).

• The application classes are grouped in clusters using HASP algorithm and a partition
K = {K1,K2, ...,Kv} of S is provided. The obtained partition represents a structure of
packages in the software system S.

• In order to evaluate the “quality” of the partition K reported by our algorithm, it
is compared with a good partitioning Kgood into packages that is apriori-known. We
expect K to be nearly identical to Kgood. In order to capture the similarity of the two
partitions (the one obtained by HASP algorithm and the original/known one) the CIP
evaluation measure is used.

Experiment 2

During the second experiment the AssignClass algorithm introduced in Section 3.3.2 is
applied in order to identify the software package from the system S where a newly added
application class should be placed. The experiment will be detailed for each considered case
study.

3.4.3.1 Commons DbUtils framework

The first case study considered for evaluation is an open source software framework, Commons
DbUtils (version 1.5), a library consisting of a small set of classes, which are designed to make
working with JDBC easier [1]. It consists of 25 classes, placed in three packages:

• default package - contains 11 classes, these are the core classes and interfaces of the
system.

• handlers - contains 12 classes, implementations for the ResultSetHandler interface from
the default package.

• wrappers - contains 2 classes, two wrappers for the ResultSet class from the java.sql
package.

The exact classes from each package are presented on Table 3.3 and a simplified class diagram
of the software system is given on Figure 3.2.

Experiment 1. Results

We applied the HASP algorithm introduced in Section 3.3.2, for the DbUtils software
system, and it determined that the optimal number of clusters in the final partition is 4. The
values for the overallScore measure are presented on Figure 3.3, where the black vertical lines
depict the values associated to the local maxima, and the dashed line shows the maximum
of these values. The labels under the black lines show the exact values. From Figure 3.3 it
can be observed, that the maximal value is for the a partition with 4 clusters. The classes
placed in these 4 clusters are presented on Table 3.4.

Even if the resulting packages are not the same as in the original package structure of the
system (presented on Table 3.3), it can be observed that they are not very different either.
Cluster 3 corresponds to the the packages wrappers but it has one extra class, ProxyFactory,
that was originally in the default package. If we look at these classes and the relationships
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Figure 3.2: The class diagram of the DbUtils framework.

Package Class Name

default

AbstractQueryRunner,
AsyncQueryRunner,
BasicRowProcessor,

BeanProcessor, DbUtils,
ProxyFactory, QueryLoader,

QueryRunner, ResultSetHandler,
ResultSetIterator, RowProcessor

handlers

AbstractKeyedHandler,
AbstractListHandler,

ArrayHandler, ArrayListHandler,
BeanHandler, BeanListHandler,

BeanMapHandler, ColumnListHandler,
KeyedHandler, MapHandler,

MapListHandler, ScalarHandler

wrappers
SqlNullCheckedResultSet,
StringTrimmedResultSet

Table 3.3: Packages and classes in the DbUtils system.
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Figure 3.3: The values of the overallScore measure for the DbUtils system.

between them, we can observe that the class ProxyFactory uses no class from the system and
is only used by the two classes from the wrappers package, so it is justified to be moved with
those classes.

Cluster 4 corresponds to the handlers package in the original structure, but it also has
the interface ResultSetHandler from the default package. Verifying the dependencies in the
system, we can observe that the ResultSetHandler interface uses no class from the system.
It is used by classes QueryRunner as parameter in some methods, class AsyncQueryRunner
in an inner class and is used by every class in the handlers package, which either implement
it directly or extend a class which implements it. Even if we can not say that interface Re-
sultSetHandler has only dependencies with classes from the handlers package, it has a larger
number of dependencies with the handlers package and implement or extend dependencies
are, in our opinion, stronger than use dependencies, so we consider that the structure of
Cluster 4 is justified as well.

Finally, Clusters 1 and 2 contain the classes which were originally in the default package
(without the two classes put into Cluster 3 and 4). Checking the dependencies again, we can
see that there is absolutely no dependency between the classes from the two clusters, but
there are dependencies inside each cluster. This means, that separating the default package
into two separate package does not increase coupling between packages but it increases the
cohesion inside the packages, so we believe this division is justified as well.

The results obtained at each step by the HASP algorithm on the DbUtils software are
given in Table 3.5.

Even if we consider that the results of the HASP algorithm can be justified, we computed
the value of the CIP metric for the results, considering as Kgood the original structure (from
Table 3.3). The value of the metric was 0.60813. Obviously, if we consider as Kgood the
results of the algorithm (from Table 3.4) the value of the CIP metric is 1.

Finally, we have run the HASP algorithm on the previous version of the DbUtils system,
version 1.4, which is very similar to version 1.5, but it does not have the class BeanMapHandler
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Cluster Classes

Cluster 1

AbstractQueryRunner,
AsyncQueryRunner,

QueryRunner, QueryLoader,
DbUtils

Cluster 2
BasicRowProcessor,

RowProcessor, BeanProcessor,
ResultSetIterator

Cluster 3
ProxyFactory,

SqlNullCheckedResultSet,
StringTrimmedResultSet

Cluster 4

ResultSetHandler,
AbstractKeyedHandler,
AbstractListHandler,

ScalarHandler, ArrayHandler,
BeanHandler, BeanListHandler,
MapHandler, BeanMapHandler,

KeyedHandler, ArrayListHandler,
MapListHandler, ColumnListHandler

Table 3.4: Results of the HASP algorithm on the DbUtils system.

in package handlers. Our algorithm gave the same results (without the BeanMapHandler
class) as for version 1.5, the clusters from Table 3.4.

Experiment 2. Results

During the second experiment, several new application classes are added in DbUtils system
and we aim to determine the software package in which the application classes should be
added. For the second experiment, the algorithm introduced in Section 3.3.3, AssignClass,
will be used. We have decided to remove some application classes from the system, consider
the remaining ones as the correct structure and then apply the algorithm from Section 3.3.3
to determine in which package should the removed classes go. In order to thoroughly test
the AssignClass algorithm, we have decided not to pick some classes randomly, but to try
removing every class. Obviously, when we remove a class from the system, we have to remove
any other that depend on it (and the classes that depend on these ones, and so on) to be
able to consider the remaining classes as an existing system in which we add a new class.
Still, there are some classes, which are used by so many other ones, that removing all of them
would change the system radically (for example, the ResultSetHandler interface on which
all classes from the handlers package depend on). This is why, we have defined a threshold
value for the dependencies: if the number of dependencies is at most 3, then we remove the
class and the dependencies (no more than 3) and try to add the class to the system with
the AssignClass algorithm, otherwise we do not try to remove the given class. The results
of this experiment are presented on Table 3.6, where the first column shows the class that
is removed, the second column shows the number of dependencies of the class and the last
column summarizes the results of the experiment, or contains the corresponding message, if
the class was not removed. In order to reference the packages easier, we consider the following
names for the packages from Table 3.4: Cluster 1 - query, Cluster 2 - processor, Cluster 3 -
wrappers and Cluster 4 - handlers.

Being 25 classes in the DbUtils system, it is clear that Table 3.6 contains 25 lines, corre-
sponding to 25 possible runs of the algorithm, one for each class. Out of these, in 5 cases the
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Step
Merged clusters

Score
Cluster 1 Cluster 2

1 ArrayHandler BeanHandler 2.773

2 AsyncQueryRunner QueryRunner 2.673

3 BasicRowProcessor RowProcessor 2.521

4 AbstractKeyedHandler AbstractListHandler 2.23

5 ArrayHandler, BeanHandler BeanListHandler 2.05

6 AbstractQueryRunner AsyncQueryRunner, QueryRunner 1.941

7 ArrayListHandler MapListHandler 1.92

8 ArrayListHandler, MapListHandler ColumnListHandler 1.925

9
ArrayHandler, BeanHandler,

MapHandler 1.838
BeanListHandler

10 AbstractKeyedHandler, AbstractListHandler ScalarHandler 1.752

11 SqlNullCheckedResultSet StringTrimmedResultSet 1.71

12 BasicRowProcessor, RowProcessor BeanProcessor 1.585

13 ResultSetHandler
AbstractKeyedHandler, 1.35

AbstractListHandler, ScalarHandler

14 BeanMapHandler KeyedHandler 1.28

15
ArrayHandler, BeanHandler, BeanMapHandler,

1.083
BeanListHandler, MapHandler KeyedHandler

16
AbstractQueryRunner,

QueryLoader 1.076
AsyncQueryRunner, QueryRunner

17 ProxyFactory
SqlNullCheckedResultSet,

1.032
StringTrimmedResultSet

18
BasicRowProcessor,

ResultSetIterator 0.991
RowProcessor, BeanProcessor

19
ResultSetHandler, ArrayHandler, BeanHandler,

0.96AbstractKeyedHandler, BeanListHandler, MapHandler
AbstractListHandler, ScalarHandler BeanMapHandler, KeyedHandler

20

ResultSetHandler, AbstractKeyedHandler, ArrayListHandler,

0.805
AbstractListHandler, ScalarHandler, MapListHandler,

ArrayHandler, BeanHandler, ColumnListHandler,
BeanListHandler, MapHandler,

BeanMapHandler, KeyedHandler

21
AbstractQueryRunner, AsyncQueryRunner, DbUtils

0.78
QueryRunner, QueryLoader

Table 3.5: Step-by-step results of the HASP algorithm.
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Class name Dependencies Result

AbstractKeyedHandler 2 Class placed correctly in handlers

ArrayHandler 7 Too many dependencies

AbstractListHandler 3 Class placed correctly in handlers

ArrayListHandler 0 Class placed correctly in handlers

BeanHandler 0 Class placed correctly in handlers

BeanListHandler 0 Class placed correctly in handlers

BeanMapHandler 0 Class placed correctly in handlers

ColumnListHandler 0 Class placed correctly in handlers

KeyedHandler 0 Class placed correctly in handlers

MapHandler 0 Class placed correctly in handlers

MapListHandler 0 Class placed correctly in handlers

ScalarHandler 0 Class placed correctly in handlers

SqlNullCheckedResultSet 0 Class placed correctly in wrappers

StringTrimmedResultSet 0 Class placed correctly in wrappers

AbstractQueryRunner 2 Class placed incorrectly

AsyncQueryRunner 0 Class placed correctly in query

BasicRowProcessor 10 Too many dependencies

BeanProcessor 10 Too many dependencies

DbUtils 3 Class placed incorrectly

ProxyFactory 2 Can not remove, wrapper becomes empty

QueryLoader 0 Class placed correctly in query

QueryRunner 1 Class placed incorrectly

ResultSetHandler 14 Too many dependencies

ResultSetIterator 0 Class placed correctly in processor

RowProcessor 10 Too many dependencies

Table 3.6: Results of the experiments with the AssignClass algorithm on the DbUtils frame-
work.
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class had too many dependencies, meaning that too many classes should have been removed,
so the experiment was not performed. We did not perform the experiment for the ProxyFac-
tory class either, because removing it and the two dependencies it has, would have meant
removing the whole wrappers package. We have obtained an accuracy of 84.2 %, since out of
the remaining 19 cases, when we have performed the experiment, in 16 cases the algorithm
suggested the correct package for the class in the experiment.

3.4.3.2 A Reinforcement Learning framework

The second case study considered for evaluation is an open source software framework avail-
able at [4], that was introduced in [29] in order to solve combinatorial optimization problems
using reinforcement learning [100]. This framework was used in [18, 28, 27] for solving with
reinforcement learning several optimization problems: the bidimensional protein folding prob-
lem, the DNA fragment assembly problem, the temporal ordering problem.

The RL software framework is realized in JDK 1.6 and has four basic modules: agent,
environment, reinforcement learning, and simulation.

As in a general agent-based system [111], the agent is the entity which interacts with
the environment, that receives perceptions and selects actions. The agent learns using rein-
forcement learning to achieve its goal, i.e. to find an optimal solution of the corresponding
optimization problem. Generally, the inputs of the agent are perceptions about the states
from the environment, the outputs are actions, and the environment offers rewards after in-
teracting with it. The interaction between the agent and the environment is controlled by a
simulation entity. The environment is assumed to be accessible to the agent, meaning that
the perceptions received by it are the states from the environment.

Agent. The agent is the entity that interacts with the environment, receives perceptions
(states) from it and selects actions. The agent learns by reinforcement and could have or not
a model of the environment. It is the basic class for all the agents. The specific agents will
implement the Agent interface. The main responsibility of the Agent class is to select the
most appropriate action it has to perform in the environment.

Environment. The environment basically defines the optimization problem to solve.
The environment has an explicit representation as a space of states. It is the basic class
for all environments. The specific environments will implement the Environment interface.
The Environment has a function that determines the environment to make a transition from
a state to another, after executing a specific action. This function also gives the reward
obtained after the transition. The environment stores an instance of its current state.

ReinforcementLearning. It is the class responsible with the reinforcement learning
process. The framework provides implementation for the Q− learning algorithm [100].

Simulation. It is the object that manages the interaction between the agent and the
environment. An instance of the simulation class is associated with an instance of an agent
and an environment at the creation moment. The simulation object is responsible with
collecting data, managing the learning process and providing the optimal policy that the
agent has learned.

Figure 3.4 shows a simplified UML diagram [47] of the interface, illustrating the core of
the RL framework.

The considered software system has ten packages, that are briefly described below. The
exact classes that can be found in each package are presented in Table 3.7.

• action - package that contains two interfaces, which are abstract representations of the
actions that an agent can take.

• actionselectionpolicy - a package which contains the ActionSelectionPolicy interface and
several implementations of it.
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Figure 3.4: The diagram of the RL programming interface
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• environment - a package which contains two interfaces, representing the Environment
and a State of the environment.

• graph - concrete implementations for Action, State and Environment for problems where
the solution is a path in a graph.

• learningagent - package with the abstract ReinforcementLearning class and its imple-
mentation for QLearning, as well as the History class which records the sequence of
States and Actions used through the learning process.

• permutation - similarly to the graph package, this package contains concrete imple-
mentations for problems whose solution may be represented as a permutation. There
are two different actions and environments implemented in this package: Permutation-
ActionWhole and Permuta-tionEnvironmentWhole refer to cases when each state is a
whole permutation which is modified, while the other versions refer to the cases when
a permutation is built element-by-element.

• simulation - contains only the Simulation class.

• trace - contains a class ElibigilityTrace which is a mechanism for handling delayed
reward. There are two kinds of traces implemented, Accumulating and Replacing as
denoted by the EligibilityTraceType enum from this package.

• trainlistener - package with only one interface, RLTrainListener, whose implementation
can be used to record different information throughout the training process.

• utilities - contains the classes related to the Q-values needed for QLearning.

Experiment 1. Results

We applied the HASP algorithm, introduced in Section 3.3.2, for the Reinforcement
Learning framework presented in the previous section. The values of the overallScore measure
are presented in Figure 3.5, where the black vertical lines depict the values associated to the
local maximums. The dashed line represents the maximum of these values, corresponding to
the optimal number of clusters. In case of the Reinforcement Learning framework, this value
is for the partition with 11 clusters.

Although the original structure of the system (presented on Table 3.7), consists of only 10
clusters, the difference is small: nine packages correspond exactly in the original structure and
the result of our algorithm, the only difference is, that the permutation package is divided into
two: the first package consists of classes PermutationAction and PermutationActionWhole,
while the other package consists of the remaining 3 classes. Although the result with the 10
clusters would be optimal, this is still a good division. Obviously, all classes that belong to the
implementations for learning in a permutation medium should belong together, but generally
speaking, environment and state are closer together, than action is to these two. This is also
suggested by the fact, that in case of the abstract classes and interfaces, Environment and
State are placed together in a package, but interfaces belonging to the actions have their own
package. Also, in case of the other package with implementations for a given medium, graph,
during the clustering process, classes representing the state and the environment are merged
before adding the action class to them. Finally, we also mention, that at the next step, these
two clusters would be merged, leading to the optimal 10-cluster version. All of the above lead
us to believe that the result of the HASP algorithm for the reinforcement learning framework
are good. We computed the value of the CIP metric for this result, and it is 0.95, which is a
quite high value.
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Package Class name

agent Action, IndexedAction

actionselection-
ActionSelectionPolicy,
EpsilonGreedyPolicy,

policy
EpsilonSoftPolicy,

OptimalPolicy

environment Environment, State

graph
Direction, GraphEnvironment,

GraphAction, GraphState

learningagent
History, QLearning,

ReinforcementLearning

permutation

PermutationAction,
PermutationActionWhole,
PermutationEnvironment,
PermutationEnvironment-

Whole,
PermutationState

simulation Simulation

trace
EligibilityTrace,

EligibilityTraceType

trainlistener RLTrainListener

utilities AbstractQValues,
QValuesIndexed, QValuesMap

Table 3.7: Packages and classes in the Reinforcement Learning framework.

Figure 3.5: The values of the overallScore measure for the Reinforcement Learning system.



CHAPTER 3. CUSTERING BASED SOFTWARE PACKAGES RESTRUCTURING 51

Experiment 2. Results

During the second experiment, several new application classes are added in the RL frame-
work and we aim to determine the software package in which the application classes should
be added. For the second experiment, the algorithm introduced in Section 3.3.3 will be used.
Since the previous experiment provided a system with 11 clusters, while the original system
had only 10, we have decided to perform this experiment considering as the given system S
both cases. So, in Tables 3.8, 3.9 and 3.10 the second column, Score-10 contains the scores
when we consider as S the original structure of the software system, while the column Score-
11 contains the scores when we consider the structure provided by the HASP algorithm. In
case of the structure with 11 clusters, the package permutationaction refers to the package
with the two action classes, while permutation denotes the package with the other 3 classes.

The application classes that are added to RL framework are:

• SarsaLearning is a class which implements the SARSA learning algorithm, which is
similar to Q − learning, but uses the value of the actually performed action to deter-
mine its update, instead of the maximum available action [100]. SarsaLearning class
should belong to the learningagent software package, since it extends the Reinforce-
mentLearning class, and implements a learning algorithm, just like QLearning. The
values of the score for each package and the SarsaLearning class is presented in Table
3.8. The bold line corresponds to the highest score, i.e. it denotes the package in which
the SarsaLearning class should be placed.

• SarsaLambdaLearning is a class which implements SARSA(λ). λ refers to the use
of an eligibility trace [97] for obtaining a more general and efficient learning method.
The eligibility trace is one of the basic mechanisms used in reinforcement learning to
handle delayed reward. An eligibility trace is a record of the occurrence of an event
such as the visiting of a state or the taking of an action [100]. By associating one of such
traces to every possible action in every state, the following temporal credit assignment
is implemented: “Earlier states/actions are given less credit for the current temporal
difference error”. SarsaLearning class should belong to the learningagent software
package, since is is also an implementation of the ReinforcementLearning class, just
like the previous SarsaLearning class. The values of the score for each package and
the SarsaLambdaLearning class is presented in Table 3.9. The bold line corresponds to
the highest score, i.e. it denotes the package in which the SarsaLambdaLearning class
should be placed.

• SoftMaxPolicy is a class which implements the SoftMax [100] action selection pol-
icy used during the training of the RL agent. SoftMaxPolicy class should belong to
the actionselectionpolicy software package, since it is an implementation of a learning
policy, represented by the interface ActionSelectionPolicy, and the other similar im-
plementations are in this package. The values of the score for each package and the
SoftMaxPolicy class is presented in Table 3.10. The bold line corresponds to the highest
score, i.e. it denotes the package in which the SoftMaxPolicy class should be placed.

From Tables 3.8, 3.9 and 3.10 we can see that the results are the same for both the 10
cluster and the 11 cluster version. For some of the packages the exact values of the score
are the same as well in both cases, for other packages small differences exist, but these do
not influence the result, which is correct for every case. These obtained results lead us to
the conclusion that for all the newly added application classes, the algorithm introduced in
Section 3.3.3 provides the good software package in which the class should belong.
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Package Score - 10 Score - 11

learningagent 1.328 1.328

environment 1.138 1.169

utilities 1.09 1.09

actionselectionpolicy 1.053 1.053

graph 0.976 0.976

permutation 0.747 0.707

permutationaction - 0.3

action 0.607 0.638

trace 0.497 0.497

trainlistener 0.013 0.013

simulation -0.16 -0.16

Table 3.8: Scores for assigning the SarsaLearning class to a package.

Package Score - 10 Score - 11

learningagent 1.272 1.272

environment 1.195 1.226

trace 1.127 1.127

utilities 1.057 1.057

graph 0.968 0.968

actionselectionpolicy 0.861 0.861

permutation 0.734 0.687

permutationaction - 0.268

action 0.665 0.696

trainlistener -0.161 -0.161

simulation -0.251 -0.251

Table 3.9: Scores for assigning the SarsaLambdaLearning class to a package.

Package Score - 10 Score - 11

actionselectionpolicy 1.491 1.491

utilities 1.182 1.182

graph 0.976 0.976

environment 0.835 0.866

permutation 0.77 0.725

permutationaction - 0.355

action 0.632 0.663

learningagent 0.599 0.599

trace 0.522 0.522

trainlistener -0.1 -0.1

simulation -0.31 -0.31

Table 3.10: Scores for assigning the SoftMaxPolicy class to a package.
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3.5 Discussion and comparison to related work

In this section, we aim to provide a detailed analysis of the CASP approach we have intro-
duced for software packages remodularization, as well as comparing our proposal to existing
similar approaches.

3.5.1 Analysis of our approach

Besides the evaluations that were performed and detailed in Section 3.4, in order to better in-
vestigate the effectiveness of the HASP algorithm introduced in Section 3.3.2.4, in identifying
a good structure of software packages, we have conducted some additional experiments.

For these experiments, we have used the DbUtils software system (that was used in the
experiments presented in Section 3.4.3.1) and two other open-source software frameworks
chosen from the Apache Commons project: Email, release 1.3.2 [3] and EL, release 1.0 [2].
Email is a framework for sending emails, built on top of the Java Mail API, but tries to
simplify it. It consists of 19 classes, divided into three packages: resolver, util and the default
package. For the Email system, the HASP algorithm provides a partition with three clusters.
In the HASP partition there are four classes which are placed in a different package than in
the original one.

The EL framework is a JSP 2.0 Expression Language interpreter consisting of 57 classes,
divided into two packages: parser and the default package. In this case, there is a big
difference between the original partition of EL and the partition provided by the HASP
algorithm. The original partition has two packages, while the HASP partition has seven. Out
of these seven packages (clusters), one corresponds exactly to the parser package from the
original partition, while the remaining six packages contain the classes which were originally
in the default package.

3.5.1.1 Evaluation measures

In order to objectively evaluate the results provided by the HASP algorithm, we have decided
to use some reference software measures from the literature, designed to evaluate a whole
partition or a package from a partition. We have chosen two measures and two multi-objective
approaches, that evaluate a whole partitioning of a software system: Modularization Quality,
Evaluation Metric Function, Maximizing Cluster approach and Equal-size Cluster approach.
Most of these measures consider the dependencies between classes and packages. When
computing the values of these measures, we considered the dependencies the same way as for
the score measure, but we do not weight them.

MQ, or Modularization Quality, is a measure introduced by Mancoridis et al. in [70],
which was used in many different approaches for the evaluation of a software system’s parti-
tioning [88], [69], [77], [68], [32], [12] and [44]. The MQ measure for a cluster (or package) is
computed considering the number of intra-cluster (or intra-package) relations and the num-
ber of inter-cluster (or inter-package) relations. The MQ value for a partition is the sum
of the values computed for the clusters. A similar measure is EVM, or Evaluation Metric
Function, introduced in [102], and used in [44], [12] for the evaluation of a software system’s
partitioning. For each cluster (package) from the partition, EVM rewards each class-pair that
has a dependency between them and penalizes those ones which do not have a dependency
between them. Then, similarly to MQ, the value for the whole partition is the sum of values
for clusters. For both measures higher values correspond to better partitions.

In [88] Praditwong et al. present software module clustering as a multi-objective problem,
and introduce two different sets of objectives, which could be used for building a set of Pareto-
optimal solutions [79]. The first approach is Maximizing Cluster approach, consisting of the
following five values:
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• the sum of intra-cluster relations for all clusters;

• the sum of inter-cluster relations for all clusters;

• the number of clusters;

• the value of the MQ measure;

• the number of isolated clusters (clusters with only one class).

Out of these five values the second and the fifth should be minimized, while the others
should be maximized. According to [88] the Maximizing Cluster approach tries to capture the
characteristics of a good modularization. In a similar manner is defined a second approach,
called Equal-size Cluster approach, which contains a set of five values as well:

• the sum of intra-cluster relations for all clusters;

• the sum of inter-cluster relations for all clusters;

• the number of clusters;

• the value of the MQ measure;

• the difference between the maximum and minimum number of classes in a package.

Similarly to the first approach, the second and the fifth values should be minimized, while
the other three should be maximized.

3.5.1.2 Results analysis

The values of the MQ and EVM evaluation measures are presented in Table 3.11. For each
of the three considered case studies, we computed the value of these measures both for the
whole partition (denoted by Partition) and for the packages separately. In case of the DbUtils
and EL systems, the original and the HASP partitions contain a different number of clusters
(packages), in both cases the HASP partition having a higher number. In both cases, the
default package from the original partition is split into more packages (two for DbUtils and
six for EL) in the HASP partition. For these cases, we added the values computed for the
packages from the HASP partition and compare the sum to the value of the default package
from the original partition (for example, for the DbUtils system, we compare the values
for the default package from the original partition, with the sum of the values for the two
corresponding packages from the HASP partition).

In Table 3.11 the best values for the evaluation measures are marked with bold. We
can see that the MQ measure has an equal or a higher value for the HASP partition in all
cases, except one (the default package for the Email system). The EVM measure has mostly
negative values, but this is understandable, because usually there are a lot more class-pairs
in a package, which do not have a dependency, than pairs which do. Similarly to the MQ
measure, in case of the EVM measure, in most cases the HASP partition has a better values.
The only exception is the resolver package of the Email system. We can notice that even if
in case of the Email system, we have two cases when the value of a package was better for
the original partition, the values computed for the whole partition are better in case of the
HASP partition. Thus improvements in other packages compensate for the lower values for
those packages.

The values for the two multi-objective approaches are presented in Table 3.12, the best
values being marked with bold. When comparing two sets of objective functions, we can say
that one dominates the other, if it is better in at least one function and not worse in all the
others. This is the case for the DbUtils and Email systems, the HASP partition dominates
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Case study Evaluated entity
MQ EVM

Original HASP Original HASP

DbUtils Partition 1.1559 3.0917 -78 -39

DbUtils wrappers package 0 1 -1 1

DbUtils handlers package 0.6154 0.7917 -42 -40

DbUtils default package 0.5405 1.3 -35 0

Email Partition 1.7231 1.7714 -33 -21

Email resolver package 0.8 0.8571 -2 -24

Email util package 0 0 -1 -1

Email default package 0.9231 0.9142 -30 4

EL Partition 1.8015 4.2415 -998 -210

EL parser package 0.8182 0.8182 -3 -3

EL default package 0.9833 3.4233 -995 -207

Table 3.11: Comparison of the values for the MQ and EVM measures for the original and
HASP partition of the three case studies.

Measure DbUtils Email EL
Original HASP Original HASP Original HASP

22 29 22 22 127 60
34 20 6 6 8 142

Maximizing Cluster 3 4 3 3 2 7
1.1559 3.0917 1.7231 1.7714 1.8015 4.2415

0 0 0 0 0 0

22 29 22 22 127 60
34 20 6 6 8 142

Equal-size Cluster 3 4 3 3 2 7
1.1559 3.0917 1.7231 1.7714 1.8015 4.2415

10 10 10 7 43 20

Table 3.12: Comparison of the values of the Maximizing Cluster and Equal-size Cluster
approaches for the original and HASP partitions of the three case studies.

the original for both approaches. In case of the EL system, we have non-dominating multi-
objective function values, the original partition has better values for the first two objective
functions, while the HASP partition has better values for the third, fourth and, in case of
the Equal-size Cluster approach, fifth objective function.

For the DbUtils and the Email systems all used measures suggest that the HASP partition
is better, but in case of the EL system we do not have a clear answer. This is why we have
decided to use one more metric for investigating this system. We have chosen the Distance
metric, which is computed for each package separately, and measures the distance of the
package from the main sequence: A + I − 1 = 0, where A denotes the Abstractness of the
package and I denotes its Instability [33]. Since the Distance metric gives a separate value for
each package and the two partitions we want to compare have a different number of packages,
we decided to take the average of the absolute values for the metric for each partition. In
this way we achieved a value of 0.5186 for the original partition and 0.4845 for the HASP
partition. Since we talk about the distance from the main sequence, we consider that lower
values correspond to a better partitioning, so the Distance metric suggests that the HASP
partition is better than the original one.

Therefore, taking into account all evaluation measures for the considered case studies
(including the evaluation for the Distance metric), the HASP partition provided better values
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than the original partition or equal values for 25 measures out of the 29 evaluation measures
(equal values were obtained 4 times). As it was explained above, the remaining four cases
do not actually represent situations in which the HASP partition is worse than the original
one. All these results indicate a very good efficiency of the HASP algorithm.

We can conclude that CASP approach introduced in this paper would be useful for
assisting software developers in their daily work of refactoring software systems into packages.
Moreover, our approach is useful in different scenarios:

• It takes an existing software and provides a partitioning of application classes into
software packages.

• It is useful during the evolution of software systems. Considering an existing structure
of packages of a software system, when the system evolves and new application classes
are added, our method would suggest the developer the appropriate package where the
new application class should be added.

Considering the results of all the experimental evaluations performed, we can say that our
method and the features that we have defined are capable of finding a good package structure
for a software system which is a framework. For other architectures, we will investigate
features that would be relevant for the restructuring of the system.

3.5.2 Comparison to related work

In Section 3.2.2 we have presented some approaches from the literature that are similar to our
work. Out of the presented works, only two are capable of restructuring a whole system: [9]
and [84]. Both methods use as case study an open source software system, called Trama, but
they report slightly different results for it. We can not use Trama as a case study, because
it is not a framework, it is a system with a layered architecture (a package for persistence,
another for business and one for GUI).

Out of the two mentioned methods, the closest method to the one presented in this paper
is the approach presented by Alkhalid et al. in [9], which uses hierarchical clustering, just
like our method. This work presents two approaches and based on the description given in
[9], we applied these approaches on the DbUtils system. In the first approach the existing
packages are kept, but classes can be moved between packages if they are initialized more
times in a different package. Applying this method on the DbUtils system, the original
package structure is kept, because there are only a few initializations in the system: there is
a total of 15 initializations, but 11 of them are in cases when the constructor of a subclass
calls the constructor of the superclass. This small number of initializations means that there
are many possible structures for the classes, for which this approach would not suggest any
changes. Moreover, considering initialization the only dependency seems restrictive, because
interfaces and abstract classes are never initialized in a system.

The second method presented in [9] uses a vector-space representation and is based on
method-call dependencies. This representation seems better than the previous one, but we
still think that more types of dependencies should be considered. In [9] three linkage metrics
are used, single, complete and average, and a new algorithm is introduced, which is considered
to have the same results as the clustering algorithms, but its big advantage is the lower
complexity. We tried the single, complete and average linkage algorithms for the vector-
space representation created for classes from the DbUtils system. We have used as a stopping
criteria the point where the distance between all clusters was one. The results of these
experiments are summarized on Table 3.13, where the first column describes the clustering
method used, the second contains the number of clusters when the algorithm stopped and
the last two columns contain the value of the CIP metric presented in Section 3.4.2. The
value denoted by CIP 1 (represented in the third column of the table) is the value of the
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Method Clusters CIP 1 CIP 2

[9] - single link 14 0.4322 0.30

[9] - complete link 17 0.4115 0.2953

[9] - average link 14 0.4322 0.30

HASP 4 0.608 1

Table 3.13: Comparative results on the DbUtils system.

CIP metric when we consider Kgood to be the original structure of the DbUtils system. The
value denoted by CIP 2 (represented in the fourth column of the table) is the value of the
CIP metric when we consider as Kgood the partition given by the HASP algorithm. We have
added in the last line in Table 3.13 the value of the CIP metrics for the results of the HASP
method as well, in order to make the comparison of the results easier.

One thing to observe from Table 3.13 is that the algorithms stopped with a too high value
of clusters. In a system with 25 classes, 14 or 17 packages seem to be a lot. Also, in case of
the handler package, which originally has 12 classes, 8 of them are grouped into a cluster,
but the rest of them are in separate clusters. Also, the package with the 8 handler classes
contains the ResultSetIterator class as well, which has nothing to do with these classes (no
direct dependency) except for the fact that it uses methods from the ResultSetHandler class
just like the handler classes do.

Even if probably we could not reproduce the algorithms presented by Alkhalid et al.
in [9] perfectly, and the actual results would differ a little, we still think that our method
is better. For example, in case of software systems with abstract classes and interfaces,
where considering just initialization or method call as a dependency type is not sufficient to
construct the correct packages.



Chapter 4

Hidden dependencies identification

Maintenance activities such as bug fixes, updating existing features and adding new ones
make up the majority of time and costs allocated to a software project. Each of these changes
usually affects only part of the system, and determining the affected components (classes,
modules, methods etc.) is not a trivial problem. Impact analysis tries to identify, given a
component of a software system, the other components that would be affected by changes to
it [20]. Such methods usually consider only direct coupling between components, but there
exists indirect coupling [112] as well, which creates hidden dependencies, that cannot be found
using regular coupling measures, but not identifying them can have serious consequences [26].

4.1 Literature review

There are approaches which use previous versions of the software system and try to identify
those classes which were changed together in connection with the same bug report [38]. Gall
et al. introduce in [38] an approach, called CAESAR, that uses information about previous
versions of a system to discover logical dependencies and change patterns among modules.
The proposed method is experimentally evaluated on 20 releases of a large Telecommunica-
tions Switching System. Information such as version numbers of programs, modules, and
subsystems together with change reports are used for identifying common change patterns of
software modules. CAESAR determines hidden dependencies which are not obvious in the
source code, like modules that should be restructured. Instead of using the lines of code for
the previous versions of the software, the authors use structural information about programs,
modules, and subsystems, together with change reports for the releases and their version
numbers. The method proposed in [38] was capable to identify bugs which were fixed in one
versions of the system and which have appeared again in later versions in other parts of the
software.

One of the early works is [115], where Yu and Rajlich transform System Dependence
Graphs into Abstract System Dependence Graphs, to determine which class pairs have hidden
dependencies. The paper discusses how hidden dependencies impact the process of change
propagation and also discusses an algorithm that indicate the possible presence of hidden
dependencies. Hidden dependencies are considered to be design faults which contradict the
rule “if a class A is unaware of the existence of class B, it is also unconcerned about any
change to B”. More exactly, a dependence between Class A and B is a hidden dependence,
if: (1) class A and B are not neighbors in the ASDG, i.e there is no direct dependence; and
(2) there is a third class C, which is dependent on both classes, and there is data flow inside
the class C that occurs between the instance of class A and instance of class B. A simple
algorithm for determining hidden dependencies is introduced, and a JAVA example consisting
of three classes collaborating to manage a session is considered.

While traditional coupling measures cannot be used for finding hidden dependencies,

58
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[86] presents how a conceptual coupling measure that considers identifier names, comments
and other textual elements of code can be used for impact analysis and can find hidden
dependencies as well. [86] reports precision and recall around 20%. Besides, some existing
approaches rely on historical data, which is not always available (and knowledge extracted
from it cannot be used for other projects), or on the creation of different graphs which can
be expensive for large systems.

In case of large software systems, computing Abstract System Dependence Graphs can be
expensive, so other approaches were introduced which are based on the order in which different
methods are called (call trace): if a method is always called after another method, there might
be a dependency (hidden or not) between the classes where these methods are [105]. Vanciu
and Rajlich propose in [105] a dynamic technique for identifying hidden dependencies. It
is based on computing ”execute completely after” relations which are filtered based on pre-
and postconditions that are generated dynamically. For evaluation, open source software
systems like JUnit, Drawlets and Apache FtpServer are used. The authors show that hidden
dependencies exist even in well-designed software, like the ones considered for evaluation.
For the case studies used for evaluation, the technique proposed in [105] obtained a precision
between 46% and 59% for discovering hidden dependencies.

In 2014, Kirbas et al. [58] have investigated the influence of the evolutionary coupling on
defect proneness. A positive correlation between evolutionary coupling and defect measures,
such as number of defects and defect density, have been confirmed by numerical experiments
performed for a large financial legacy software system. Two evolutionary coupling measures
derived from modification requests (MR) have been used in this study.

In 2015, Kouroshfar et al. [60] have studied the effects of architecturally dispersed co-
changes on software quality. It has been experimentally shown that the changes involv-
ing multiple architectural modules are more correlated with defects than the intra-module
co-changes. The study corroborates the relevance of considering architecture in predicting
software defects.

In 2016, Akbarinasaji et al. [8] have proposed a suite of six metrics of logical dependency
among source files in a software system. The impact of these metrics on defect prediction
performance has been evaluated by applying two learning models, the Logistic Regression
and the Naive Bayes, on three different software projects. The metrics have been used as
features of the training data, their values being derived from the timestamp information in the
change history of files. The experimental results have confirmed that, if the values of logical
dependency are high, they significantly improve the performance of the defect prediction
models.

Bell studies in [15] the influence of hidden dependencies identification for software testing.
The author shows that increasing the efficiency and the effectiveness of testing through a good
knowledge of the hidden dependencies between tests contribute to improving the software
reliability. In real software systems, there are hidden dependencies between tests, which
makes the testing process harder. In such situations, the tests cannot be run in parallel,
since they are not independent (i.e. a test outcome is influenced by the execution of other
test). It has been shown in the software engineering literature [15] that these dependencies
are often difficult and hidden from the software developers. Bell develop in [15] a software
system called VMVM for detecting different types of dependencies between tests and use the
detected information to significantly reduce the testing time (with around 60% in average).
VMVM is a Java implementation of a technique called Unit Test Virtualization, a technique
which isolates the side-effects of each unit test from other tests. It is based on a hybrid static-
dynamic analysis and automatically identifies the code segments that may create side-effects.
These segments are isolated in a container similar to a virtual machine.



Chapter 5

Conclusions

We have presented in this report the original scientific results which were obtained for achiev-
ing the objectives proposed in the project’s work plan for the year 2016. Our main scientific
objectives were related to the development of new classification algorithms for identifying
entities with defects in software systems, unsupervised learning methods for software packages
restructuring and hidden dependencies identifocation using unsupervised learning methods.

The report presented in the first chapter the original results we have obtained in the
direction of software defect prediction using fuzzy self-organizing maps and fuzzy decision
trees. The experimental evaluation which was performed on open-source software systems
provided results better than most of the similar existing approaches and highlighted a very
good performance of the proposed approaches. Further work will be carried out in order to
extend the experimental evaluation of the fuzzy decision tree. We also aim to investigate a
hybridization between the fuzzy DT model and relational association rules [94], since we are
confident that relations between the values for different software metrics would be relevant
in discriminating between defective and non-defective software entities.

In the second chapter we have introduced a novel hierarchical clustering-based approach,
that can be used for software remodularization at the package level. A hierarchical clustering
algorithm HASP is introduced in order to group application classes from a software system
in packages. The experiments, which were performed on two open source case studies, have
demonstrated the potential of our proposal. We have also emphasized the advantages of
our approach in comparison with similar existing approaches. Future work will be made
in order to extend the experimental evaluation of the algorithms proposed in this paper on
other open source and real software systems. We will investigate features that would be
relevant for restructuring software systems with different architectures than frameworks, as
well as alternative methods to decide the appropriate number of clusters (software packages)
[80]. Extensions of the proposed methods to fuzzy approaches [99] as well as other clustering
methods [113] may be further analyzed.

The third chapter presented a literature review on the problem of hidden dependencies
identification. Novel machine learning based models and methods for solving this problem
represent the major objective of the project in 2017.
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