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Traditional machine learning 
vs. generative AI on Android

https://ai.google.dev/edge/litert



Traditional machine learning 
vs. generative AI on Android

https://developers.google.com/ml-kit



Traditional machine learning 
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Traditional machine learning 
vs. generative AI on Android

https://en.wikipedia.org/wiki/Transformer_(deep_learning_architecture)



Traditional machine learning 
vs. generative AI on Android

https://en.wikipedia.org/wiki/Diffusion_model



Traditional machine learning 
vs. generative AI on Android

https://ai.google.dev/gemini-api/docs/models/gemini



Understanding large 
language models
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language models

https://en.wikipedia.org/wiki/Neural_network_(machine_learning)



Understanding large 
language models

• Trained on massive amounts of text data. 


• It learns:


• Patterns.


• Grammar.


• Semantic relationships between words and 
phrases.


• Enabling it to predict and generate text that mimics 
human language.



Classes of models and their 
capabilities

https://developer.android.com/ai/gemini-nano



Classes of models and their 
capabilities

https://ai.google.dev/gemma/docs



Classes of models and their 
capabilities

https://deepmind.google/technologies/gemini/pro/



Key concepts
• Context Window


• The amount of tokens (converted from 
text, image, audio or video)


• 100 tokens is equal to about 60-80 
English words


• Gemini 1.5 Pro currently supports 2M 
input token (It is enough to fit the seven 
Harry Potter books… and more!)



Key concepts
• Context Window


• Embeddings


• Multidimensional numerical representations of 
tokens


• Accurately encode their semantic meaning and 
relationships within a given vector space


• Words with similar meanings are closer together, 
while words with opposite meanings are farther 
apart.



Key concepts
• Context Window


• Embeddings


• Top-K, Top-P and Temperature


• Control the creativity of the model and the randomness 
of its output


• Top-K filters tokens for output.  Eg. Top-K of 3 keeps 
the three most probable tokens.


• Tokens with the highest probabilities are selected until 
their sum equals the Top-P value


• Temperature defines the randomness to select the 
tokens left



Key concepts
• Context Window


• Embeddings


• Top-K, Top-P and Temperature


• Fine-tuning


• Iterating over several versions of a 
prompt to achieve an optimal response


• By re-training it with data specific to your 
use-case



 Android’s on-device GenAI



Benefits of on-device 
execution
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Gemini Nano



implementation(“com.google.ai.edge.aicore:aicore:V.V.V”)

https://developer.android.com/ai/gemini-nano/experimental



implementation(“com.google.ai.edge.aicore:aicore:V.V.V”)

val generationConfig = generationConfig {
  context = ApplicationProvider.getApplicationContext()
  workerExecutor = workerExecutor
  callbackExecutor = callbackExecutor
  temperature = 0.2f
  topK = 16
  candidateCount = 1
  maxOutputTokens = 256
}



val downloadCallback = object : DownloadCallback {
  override fun onDownloadDidNotStarte: GenerativeAIException) {
    // Log download start failure
  }
  override fun onDownloadPending() {
    // Log download pending
  }
  override fun onDownloadStarted(totalBytesToDownload: Long) {
    // Log download started
  }
  override fun onDownloadFailed(failureStatus: String, e: GenerativeAIException) {
    // Log download failed
  }
  override fun onDownloadProgress(totalBytesDownloaded: Long) {
    // Log download progress
  }
  override fun onDownloadCompleted(){
    // Download completed,
  }
}



val model = GenerativeModel(
  generationConfig = generationConfig,
  downloadConfig = DownloadConfig(downloadCallback) // optional
}



scope. launch {
  // Single string input prompt
  val input = "I want you to act as an English proofreader.
  I will provide you texts, and I would like you to review
  them for any spelling, grammar, or punctuation errors.
  Once you have finished reviewing the text, provide me with
  any necessary corrections or suggestions for improving the
  text: These arent the droids your looking for."
  val response = generativeModel.generateContent(input)
  print (response.text)
}



// Or multiple strings as input
val response = generativeModel.generateContent(
  content {
    text("I want you to act as an English proofreader.")
    text("I will provide you texts and I would like you to review")
    text("them for any spelling, grammar, or punctuation errors.")
    text ("Once you have finished reviewing the text,")
    text("provide me with any necessary corrections or suggestions")
    text("for improving the text:")
    text("These arent the droids your looking for.")
  })
  print (response. text)
}



https://mediapipe-studio.webapps.google.com/home



implementation ("com.google.mediapipe:tasks-genai:V.V.V”)

https://ai.google.dev/edge/mediapipe/solutions/genai/llm_inference



implementation ("com.google.mediapipe:tasks-genai:V.V.V”)

val options = LlmInference.LlmInferenceOptions.builder()
.setTopK(5)
.setTemperature (0.9f)
.setMaxTokens ( 1028)
.setModelPath (MODEL_PATH)
.setLoraPath(LORA_PATH)
.setResultListener { partialResult, done ->
  _partialResults.tryEmit(partialResult to done)
.build()

llmInference = LlmInference.createFromOptions(context, options)





$ adb shell rm -r /data/local/tmp/llm/ # Remove any previously loaded models
$ adb shell mkdir -p /data/local/tmp/llm/
$ adb push output_path /data/local/tmp/llm/model_version.bin



$ adb shell rm -r /data/local/tmp/llm/ # Remove any previously loaded models
$ adb shell mkdir -p /data/local/tmp/llm/
$ adb push output_path /data/local/tmp/llm/model_version.bin





Vertex AI in Firebase 

https://developer.android.com/ai/vertex-ai-firebase























Lecture outcomes

• Gemini Nano


• Google AI Edge SDK


• MediaPipe


• Cloud AI


