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Department of Computer Science, Babeş-Bolyai University
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Introduction

• Imbalanced classification represents a challenge for
supervised learning, due to poor predictions on the
minority class.

• Classifiers tend to mostly predict the majority class.

• Autoencoders, traditional feature extractors, used for
binary classification.

• Application field = Medicine, more specifically breast
cancer detection.
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Background

• According to the World Health Organisation (WHO),
breast cancer (BC) is the most frequent form of cancer
among women

• It is responsible for 15% of all cancer-related deaths in this
group, with 627,000 cases reported only in 2018.

• The currently used screening methods are not able to
detect breast cancer at its earliest stages, when the
chances of saving the patients’ lives are maximal [Org19]

• Mammography, which is the main breast cancer screening
procedure employed worldwide, has proven to have no
significant impact in reducing the mortality rate
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Related work

• Ohja and Goel [OG17] analysed the performance of
different clustering and supervised classification algorithms.

• Borges [Bor15] compared two ML techniques (Bayesian
Networks and J48) for BC classification and applied them
on Wisconsin Breast Cancer Diagnosis data set. [WSM]

• Kumar et al. [KMM+20] comparatively applied twelve
classification techniques in predicting breast cancer.

• Rehman et al. [RZMA+19] performed a study on breast
cancer detection by developing Random Forest (RF) and
Support Vector Machine (SVM).

• Cervo et al. [RZMA+19] applied PCA-LDA analysis on
SER spectra acquired on blood serum samples.
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t-SNE

• t-SNE [vdMH08] is a nonlinear dimensionality reduction
technique

• It belongs to unsupervised learning

• Maps a probability distribution from a high dimensional
input space into a lower dimensional space

• Aims at maximizing the similarity between distributions
(unlike other dinesionality reduction techniques). It uses
the Kullback-Leibler (KL) divergence for that.



A study on
using deep

autoencoders
for imbalanced
binaryclassifi-

cation

Vlad-Ioan
Tomescu,
Gabriela
Czibula,
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Autoencoders

• An Autoencoder (AE) [GBC16] is a self-supervised feed
forward neural network

• Aims to learn the identity function, more specifically to
recreate the input

• Has two main components:
• The encoder, which maps the n-dimensional input space

into an m-dimensional hidden space
• The decoder, which learns to reconstruct the original

input space from the hidden space

• Can be used for dimensionality reduction, if the
dimentionality of the hidden space is lower than the one of
the input space
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Support Vector Machines

• Support vector machines (SVMs) are supervised learning
methods used for both classification and regression [PS20].

• SVMs separate hyperplanes in high dimensional space,
given a set of high dimensional real valued vectors (data
points).

• The optimisation problem consists of maximizing the
distance of each class from the hyperplane.
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Data sets

• Three data sets will be used in our study. Each data set
consists of samples corresponding to BC patients
belonging to two classes: benign or malignant.

Figure: Description of the BC data sets used.
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Data sets

• The WBC [Wol] data set is considered the easiest, the
WDBD [WSM] is of average difficulty, while SERS
[CMM+15] presents the highest challenge.

• The difficulty of SERS arises from the low number of
instances and a lack of a clear separation between classes,
based on the the value of those instances.

• Sers is also the only data set where there are
(considerably) more positive instances than negative ones.

• All 3 data sets are imbalanced.
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Introduction

Background
and related
work

ML models
used

Data sets

Methodology

Results and
discussion

Conclusions

t-SNE representations of data sets

Figure: 2D t-SNE visualisation of
WBC. The benign class is
coloured with purple and the
malignant class with yellow.

Figure: 2D t-SNE visualisation of
WDBC. The benign class is
coloured with purple and the
malignant class with yellow.
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t-SNE representations of data sets

• All 3 models show a clear separation between classes, with
some outliers present.

Figure: 2D t-SNE visualisation of SERS. The benign class is coloured
with purple and the malignant class with yellow.
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Methodology

• Autoencoders are traditionally used for feature extraction
in unsupervised learning.

• We are also using them for supervised learning, namely
binary classification.

• Each autoencoder used was trained on only 1 class,
resulting in smaller loss on that class.

• The data points of each class were split into Train, Val,
Test

• Cross-validation over 10 iterations
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Methodology

Three experiments were conducted:

• Training 1 Autoencoder on the majority class. Prediction
done by setting a dynamic threshold, so that the
performance on both classes is balanced.

• Training 2 Autoencoders, each on a different class.
Prediction done by choosing the autoencoder with the
smaller loss.

• Training 2 Autoencoders as before. The pair of losses
considered 2d points and classified using SVM.
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Results

Figure: Experimental results.
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Results

• For larger and easier data sets, C2AE−SVM is the best
model, due to the extra learning provided by the SVM.

• On harder data sets, the SVM tends to overfit

• Performance on each class, similar for C1AE . Sensitivity
close to specificity. This can be adjusted by moving the
decision boundary.
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Results

Figure: Losses for the WBC data
set together with the decision
boundaries generated. The OX
axis represents the loss values for
the “+” class, while the OY axis
expresses the loss values for the
“-” class

Figure: Losses for the WDBC
data set together with the decision
boundaries generated. The OX
axis represents the loss values for
the “+” class, while the OY axis
expresses the loss values for the
“-” class
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Results

• The decision boundaries vary with the nature of the data
set.

Figure: Losses for the SERS data set together with the decision
boundaries generated. The OX axis represents the loss values for the
“+” class, while the OY axis expresses the loss values for the “-” class
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Comparison to related work

• Our models can be compared to the literature.

• These models from literature also employ cross-validation.

Figure: AUC values for our best performing model and eight
classifications models: LDA, GNBC,DT, MLP, SVC, LR, kNN, AB,
RF and SGD
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Ştefan Niţică
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Comparison to related work

• Shannon entropy [GK17] represents a measure of
imbalancement degree.

• Most significant original contribution done by our
C2AE−SVM model on SERS.

Figure: Summary of the comparison.
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Conclusions

• We introduced three classification models based on deep
autoencoders.

• Goal = improve performance on the minority class, in
imbalanced classification tasks.

• The applied field of medicine, more specifically breast
cancer detection, was chosen, due to the major
importance of the problem.

• The relative performance of each model depends on the
nature of the data set.
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Thank you!

Questions?
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