Babeş–Bolyai University, Cluj–Napoca

Faculty of Mathematics and Computer Science
University year 2006-2007
Semester 1
I. General information on the course, seminar, practical work or lab
Title of discipline: Fundamentals of programming
Code: MID0001
Credits number: 6
Place: Course, seminar and lab classes of the Faculty of Mathematics and Computer Science
Schedule of activities: 2 hours course + 2 hours seminar + 2 hours labs, according to the official faculty timetable, published online at the address

http://www.cs.ubbcluj.ro/files/gen/orar/2006-1 
II. Information on the instructor for the course, seminar, practical work or lab
Name, scientific degree: Prof. Horia F. Pop
Contact information (e-mail address): hfpop@cs.ubbcluj.ro

Office hours: Monday, 12:00-14:00 hours, in the main building, and Wednesday, 13:00-14:00 hours, in the Campus building
III. Description
Contents
· Algorithms and their description
· Subalgorithms (Pseudocode)

· Coding of Pseudocode algorithms in Pascal 

· Phases in the life-cycle of a program

· Algorithms correctness 

· Correct development of algorithms from specifications 
· General mehtods to ellaborate algorithms
· Top-down method and stepwise refinement
· Recursion
· Abstract data types

· Programming techniques: Divide et Impera, Backtracking, Greedy, Dynamic programming, heuristic methods 

· Algorithms complexity
· Search algorithms and their complexity

· Sort algorithms and their complexity
Objectives
· Understanding the notion of algorithm and learning the Pseudocode language for the description of algorithms.

· Forming habits of algorithms design.

· Knowledge of algorithms for different classes of problems: operations with arrays, matrices, polynomials, solving equations and systems of linear equations, search, merge and sort.

· Forming habits to create, write, run, test and debug Pascal programs with the simple data structures.

· Forming a correct programming style.

Competences
By the graduation of this class, the students will get the following competences:
· Correct programming habits at the level of subalgorithms and simple programs.

· Algorithms design habits by using the top-down decomposition approach.

· Complete and accurate testing of written programs.
· Habits for programs documenting and writing documentations (with an important role for the lab classes).

· Correct development of programs.

· Assuming a correct mentality of programming.

Methods
Lectures, presentations, conversations, projects, exercises, individual study, homework assignments.

IV. Required bibliography:

1. Frentiu M., Horia F. Pop, Fundamentals of Programming, Cluj University Press, 2006, 220 pages (library)
2. Frentiu M., Pop H.F., Serban G., Programming Fundamentals, Cluj University Press, 2006, 2006, 234 pages (biblioteca)
3. Frentiu M., Lazar I., Bazele programarii. Proiectarea algoritmilor, Ed.Univ. Petru Maior, Targu-Mures, 2000, 184 pagini (library)
4. Kasa Z., Algoritmusok tervezese, Ed. Studium, Cluj, 1994 (library)


V. Materials used for the educational process, specific to the studied discipline:

The course has lab classes. Bibliographical materials specific to the studied topics are used (books, papers, Internet resources). As well, computers (departmental network) loaded with the relevant system software and the development environments, are used for the students work on the lab projects assignments. 

VI. Schedule / Calendar of the meetings and quizzes/graded papers/midterms:

Schedule of the courses and seminars 
1.  Algorithms and their description [1, ch. 1] (1 lecture – Week 1 + 1 seminar – Week 1)

( Notion of algorithm

( Variable, type, specification

( logic diagrams

( Pseudocode language


- linear structure


- alternatives structure 


- repetitions structure 
2. Subalgorithms (Pseudocode) [1, ch. 1] (1 lecture – Week 2 + 1 lab – Week 2)

( notion of subalgorithm


( formal parameters
( defining a subalgorithm (function and procedure)

( calling a subalgorithm

( importance of subalgorithms in programming
3. Coding Pseudocode algorithms in Pascal [1, ch. 1] (1 lab – Week 3)

( basic elements of the Pascal language

( declarations and statements

( structure of a Pascal program

( coding
4. Phases in the life-cycle of a program [1, ch. 3] (1 lecture – Week 3)
( phases in the development of a program:

     specification,  design,  coding,  testing,  documentation, verification
( programs maintenance: corrective, adaptive, perfective
( programs testing
- black box method
- white box method
5. Algorithms correctness [1, ch. 2] (1 lecture – Week 4)
( state in the execution of a program
( computation performed by an algorithm
( result of the computation performed by an algorithm
( partial correctness
( program termination
( (total) correctness
( Floyd method to prove algorithm correctness
6. Correct algorithm development from specifications [1, ch. 2] (1 lecture – Week 4)
( abstract algorithm

( concept of refinement
( refinement rules 
● examples
7. General methods to create algorithms [1, ch. 4] (1 lecture – Week 5 + 1 lab – Week 4)
( modular programming
· structure diagram

· modules specification
( structured programming
· Bohm-Jacopini theorem
· importance of clarity in programming
· elements of clarity: indentation, spacing, names, ...

● style in programming
8. Top-down method and Stepwise refinement [1, ch. 4] (1 lecture – Week 6 + 2 labs – Weeks 5, 6)
( top-down method
( bottom-up method

( stepwise refinement
9. Recursion [2, ch. 3, 4] (1 lecture – Week 7 + 1 lab – Week 7)
● notion of recursion
● direct and indirect recursion
● examples
10. Abstract data types [1, ch. 5] (1 lecture – Week 8 + 2 labs – Weeks 8, 9)

( specification of an ADT

( Pascal unit

( implementation of an ADT in Pascal


( the use of ADTs in programming
11. Division method [1, ch. 6] (1 lecture – Week 9)
(  general presentation
● description of the subalgorithm

12. Backtracking method [1, ch. 6] (1 lecture – Week 9 + 1 lab – Week 10)
( general presentation of the Backtracking method

( Backtracking algorithm (subalgorithm)

( extensions of the Backtracking method
13. Greedy method [1, ch. 6] (1 lecture – Week 10)

( general presentation of the Greedy method
( Greedy algorithm
14. Other methods [1, ch. 6] (1 lecture – Week 10)

( dynamic programming method
( Branch and Bound method
( heuristic methods
15. Algorithms complexity [1, ch. 7] (2 lectures – Weeks 11, 12 + 1 lab – Week 11)

( definition of complexity

( complexity as running time

( complexity as amount of required supplementary memory 

( empiric analysis and asymptotic analysis

( asymptotic notation: big-o, little-o, big-omega, little-omega, theta; properties

( examples of magnitude orders

( comparison of algorithms from an efficiency point of view

( structural complexity
16. Search algorithms and their complexity [1, ch. 7] (1 lecture – Week 13)

( specification of the search problem

( search methods
- sequential traversal
- binary search
( complexity of search algorithms
17. Sort algorithms and their complexity [1, ch. 7] (1 lecture – Week 14)

( specification of the sort problem

( sort methods

    - BubbleSort

    - SelectionSort

    - InsertionSort

    - QuickSort
- MergeSort

( complexity of sort algorithms
Schedule of the graded paper
The graded paper is scheduled in the 8-th week. The topics for the test include correct development of algorithms from specifications and writing simple subalgorithms.
VII. Evaluation:

The activity ends with a written final exam (grade E) and a practical test at the lab (grade P). The exam subjects have theoretical questions from all the studied topics, and one problem, among the problems studied at the course, seminar and lab. The students will have a graded test at the seminar (grade C). There is an evaluation of the overall lab activity (grade L), and the documentations prepared for the lab projects will be evaluated (grade D). The final grade is the weighted mean of the five grades mentioned above, conditioned by all the grades being at least 5. Otherwise, the exam will not be passed. The final grade = 50%E + 15%P + 15%C + 10%L + 10%D.
VIII. Technical details, exceptional situations:

All university official rules with respect to students attendance of academic activities, as well as to cheating and plagiarism, are valid and enforced.
Successful passing of the exam is conditioned by a minimum grade of 5 for the following grades: E, P, C, L and D.

IX. Optional bibliography:

1. Knuth, D.E., Tratat de programare a calculatoarelor. Algoritmi fundamentali. Ed.Tehnica, Bucuresti 1974 (library)
2. Knuth, D.E., Tratat de programare a calculatoarelor. Sortare si cautare. Ed.Tehnica, Bucuresti 1976 (library)
