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#### Abstract

Gupta and Maheshwari [12] introduced a new sequence of Durrmeyer type linear positive operators $P_{n}$ to approximate $p^{t h}$ Lebesgue integrable functions on $[0,1]$. It is observed that these operators are saturated with $O\left(n^{-1}\right)$. In order to improve this slow rate of convergence, following Agrawal et al [2], we [3] applied the technique of an iterative combination to the above operators $P_{n}$ and estimated the error in the $L_{p}$ - approximation in terms of the higher order integral modulus of smoothness using some properties of the Steklov mean. The present paper is in continuation of this work. Here we have discussed the corresponding inverse result for the above iterative combination $T_{n, k}$ of the operators $P_{n}$.
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## 1. Introduction

Motivated by the definition of Phillips operators (cf. [1] and [15]), Gupta and Maheshwari [12] proposed modified Bernstein type polynomials $P_{n}$ to approximate functions in $L_{p}[0,1]$ as follows:

For $f \in L_{p}[0,1], 1 \leq p<\infty$,

$$
P_{n}(f ; x)=\int_{0}^{1} W_{n}(x, t) f(t) d t, x \in[0,1]
$$

where $W_{n}(x, t)=n \sum_{\nu=1}^{n} p_{n, \nu}(x) p_{n-1, \nu-1}(t)+(1-x)^{n} \delta(t)$,

$$
p_{n, \nu}(t)=\binom{n}{\nu} t^{\nu}(1-t)^{n-\nu}, \quad 0 \leq t \leq 1
$$

and $\delta(t)$ being the Dirac-delta function, is the kernel of the operators $P_{n}$.
Since the order of approximation by the operators $P_{n}$ is, at best, $O\left(n^{-1}\right)$, however smooth the function may be, following [3], the iterative combination $T_{n, k}: L_{p}[0,1] \rightarrow$ $C^{\infty}[0,1]$ of these operators is defined as

$$
T_{n, k}(f ; x)=\left(I-\left(I-P_{n}\right)^{k}\right)(f ; x)=\sum_{m=1}^{k}(-1)^{m+1}\binom{k}{m} P_{n}^{m}(f ; x), k \in \mathbb{N},
$$

where $P_{n}^{0} \equiv I$ and $P_{n}^{m} \equiv P_{n}\left(P_{n}^{m-1}\right)$ for $m \in \mathbb{N}$.
In order to improve the rate of convergence, Micchelli [16] introduced an iterative combination for Bernstein polynomials and obtained some direct and saturation results. Gonska and Zhou [11] showed that the iterative combinations can be regarded as iterated Boolean sums and obtained global direct and inverse results in the supnorm. The iterated Boolean sums have also been studied by several other authors (e.g. [4],[8],[17],[18] and [21]) wherein they have obtained direct and saturation results. Ding and Cao [7] discussed direct and inverse theorems in the sup- norm for iterated Boolean sums of the multivariate Bernstein polynomials using the technique of K-functionals. Sinha et al [19] proved an inverse theorem in the $L_{p}$ - norm for the Micchelli combination of Bernstein-Durrmeyer polynomials.

Gonska and Zhou [11] obtained the results in the sup- norm using the Ditzian Totik modulus of smoothness and $K$ - functional. Ding and Cao [7] also obtained the results in sup- norm using $K$ - functional. Sevy ([17] and [18] ) considered the limits of the linear combinations of iterates of Bernstein and Durrmeyer polynomials in the sup- norm by keeping the degree $n$ of the approximants as a constant while the order of iteration becomes infinite and showed that they converge to the Lagrange interpolation polynomial and the least square approximating polynomial on $[0,1]$ respectively. The more general results have been obtained in [21].

Motivated by the work of Sinha et al [19], Agrawal et al [3] considered the Micchelli combinations for the operator proposed by Gupta and Maheshwari [12] and obtained some direct results in $L_{p}-$ norm. In the present paper, we continue the work done in [19] by proving a corresponding local inverse theorem in the $L_{p}$ - norm.

The iterates are defined as

$$
P_{n}^{m+1}(f ; x)=\int_{0}^{1} W_{n}(x, t) P_{n}^{m}(f ; t) d t, x \in[0,1]
$$

At every stage it uses the entire previous operator value. The analysis in $L_{p}-$ case, therefore, differs from the study of operators in [10] and linear combinations of operators in [8]. The proof of the theorem is carried out by using the properties of Steklov means. Due to the presence of the Dirac- delta term in the kernel of these operators, the analysis of the proof is quite different. It uses the multinomial theorem, Hölder's inequality and the Fubini's theorem repeatedly.

Throughout the present paper, we assume that $I=[0,1], I_{j}=\left[a_{j}, b_{j}\right], j=1,2$, where $0<a_{1}<a_{2}<b_{2}<b_{1}<1$ and by $C$ we mean a positive constant not necessarily the same at each occurrence.
In [3], we obtained the following direct theorem:

Theorem 1.1. Let $f \in L_{p}(I), p \geq 1$. Then, for sufficiently large values of $n$ there holds

$$
\left\|T_{n, k}(f ; x)-f(x)\right\|_{L_{p}\left(I_{2}\right)} \leq C\left(\omega_{2 k}\left(f, \frac{1}{\sqrt{n}}, p, I_{1}\right)+n^{-k}\|f\|_{L_{p}(I)}\right)
$$

where $C$ is a constant independent of $f$ and $n$.
Remark 1.2. From the above theorem, it follows that if $\omega_{2 k}\left(f, \tau, p, I_{1}\right)=O\left(\tau^{\alpha}\right)$, as $\tau \rightarrow 0$ then $\left\|T_{n, k}(f ; x)-f(x)\right\|_{L_{p}\left(I_{2}\right)}=O\left(n^{-\alpha / 2}\right)$, as $n \rightarrow \infty$, where $0<\alpha<2 k$.
The aim of this paper is to characterize the class of functions for which

$$
\left\|T_{n, k}(f ; x)-f(x)\right\|_{L_{p}\left(I_{2}\right)}=O\left(n^{-\alpha / 2}\right), \text { as } n \rightarrow \infty, \text { where } 0<\alpha<2 k
$$

Thus, we prove the following theorem (inverse theorem):
Theorem 1.3. Let $f \in L_{p}(I), p \geq 1$. Let $0<\alpha<2 k$ and

$$
\left\|T_{n, k}(f ; x)-f(x)\right\|_{L_{p}\left(I_{1}\right)}=O\left(n^{-\alpha / 2}\right), \text { as } n \rightarrow \infty
$$

Then, $\omega_{2 k}\left(f, \tau, p, I_{2}\right)=O\left(\tau^{\alpha}\right)$, as $\tau \rightarrow 0$.
Remark 1.4. We observe that without any loss of generality we may assume that $f(0)=0$. To prove it, let $f_{1}(t)=f(t)-f(0)$. By definition,

$$
T_{n, k}\left(f_{1} ; x\right)=\sum_{m=1}^{k}(-1)^{m+1}\binom{k}{m} P_{n}^{m}\left(f_{1} ; x\right)
$$

Further, using linearity,

$$
P_{n}^{m}\left(f_{1} ; x\right)=P_{n}^{m}(f ; x)-f(0) P_{n}^{m}(1 ; x)=P_{n}^{m}(f ; x)-f(0) .
$$

This implies that $T_{n, k}\left(f_{1} ; x\right)=T_{n, k}(f ; x)-f(0)$. This entails that

$$
T_{n, k}\left(f_{1} ; x\right)-f_{1}(x)=T_{n, k}(f ; x)-f(x)
$$

where $f_{1}(0)=0$.
Since $f(0)=0$ (in view of the above remark), it follows that $P_{n} f(0)=0$. Consequently, $P_{n}^{m} f(0)=0, \forall m \in \mathbb{N}$.

## 2. Preliminaries

In this section, we mention some definitions and prove auxiliary results which we need in establishing our main theorem.

Lemma 2.1. Let $r>0$ and $\nu$ be an integer such that $0 \leq \nu \leq n$. Then for every $\nu$ there holds

$$
\int_{0}^{1} p_{n, \nu}(t)\left|\frac{\nu}{n}-t\right|^{r} d t=O\left(\frac{1}{n^{\frac{r}{2}+1}}\right) \text {, as } n \rightarrow \infty
$$

Proof. Let $i$ be an integer such that $2 i>r$. An application of Hölder's inequality in integral gives

$$
\begin{align*}
\int_{0}^{1} p_{n, \nu}(t) \left\lvert\, \frac{\nu}{n}\right. & -\left.t\right|^{r} d t \\
& \leq\left(\int_{0}^{1} p_{n, \nu}(t)\left|\frac{\nu}{n}-t\right|^{2 i} d t\right)^{\frac{r}{2 i}}\left(\int_{0}^{1} p_{n, \nu}(t) d t\right)^{1-\frac{r}{2 i}} \tag{2.1}
\end{align*}
$$

It follows that

$$
\int_{0}^{1} t^{j} p_{n, \nu}(t) d t=\binom{n}{\nu} B(\nu+j+1, n-\nu+1)=\frac{(\nu+1)(\nu+2) \ldots(\nu+j)}{(n+1)(n+2) \ldots(n+j+1)} .
$$

Hence, by binomial expansion

$$
\begin{align*}
\int_{0}^{1} p_{n, \nu}(t) & \left(\frac{\nu}{n}-t\right)^{2 i} d t \\
& =\sum_{j=0}^{2 i}\binom{2 i}{j}(-1)^{j}\left(\frac{\nu}{n}\right)^{2 i-j} \frac{(\nu+1)(\nu+2) \ldots(\nu+j)}{(n+1)(n+2) \ldots(n+j+1)} \\
& =\frac{1}{(n+1) n^{2 i}}\left\{\nu^{2 i}-\binom{2 i}{1} \nu^{2 i-1}(\nu+1)\left(1+\frac{2}{n}\right)^{-1}\right.  \tag{2.2}\\
& +\binom{2 i}{2} \nu^{2 i-2}(\nu+1)(\nu+2)\left(1+\frac{2}{n}\right)^{-1}\left(1+\frac{3}{n}\right)^{-1} \\
& \left.+\ldots+(\nu+1)(\nu+2) \ldots(\nu+2 i) \prod_{s=2}^{2 i+1}\left(1+\frac{s}{n}\right)^{-1}\right\}
\end{align*}
$$

Now,

$$
\begin{equation*}
\prod_{s=2}^{j+1}\left(1+\frac{s}{n}\right)^{-1}=1+\frac{p_{1}(j)}{n}+\frac{p_{2}(j)}{n^{2}}+\frac{p_{3}(j)}{n^{3}}+\ldots \tag{2.3}
\end{equation*}
$$

where $p_{1}(j)$ is a second degree polynomial in $j, p_{2}(j)$ is a fourth degree polynomial in $j$ and so on.

Similarly,

$$
\begin{equation*}
(\nu+1)(\nu+2) \ldots(\nu+j)=\nu^{j}+q_{1}(j) \nu^{j-1}+q_{2}(j) \nu^{j-2}+\ldots+j! \tag{2.4}
\end{equation*}
$$

where $q_{1}(j)$ is a second degree polynomial in $j, q_{2}(j)$ is a fourth degree polynomial in $j$ and so on.

Thus from (2.2)- (2.4), we have

$$
\begin{align*}
& \int_{0}^{1} p_{n, \nu}(t)\left(\frac{\nu}{n}-t\right)^{2 i} d t \\
& \quad=\frac{1}{(n+1) n^{2 i}}\left\{\sum_{j=0}^{2 i}\binom{2 i}{j}(-1)^{j} \nu^{2 i-j}\left(\nu^{j}+q_{1}(j) \nu^{j-1}+q_{2}(j) \nu^{j-2}+\ldots\right) \times\right. \\
& \\
& \left.\left(1+\frac{p_{1}(j)}{n}+\frac{p_{2}(j)}{n^{2}}+\ldots\right)\right\} \\
& \quad=\frac{1}{(n+1) n^{2 i}}\left\{\sum_{j=0}^{2 i}\binom{2 i}{j}(-1)^{j}\left(\nu^{2 i}+q_{1}(j) \nu^{2 i-1}+q_{2}(j) \nu^{2 i-2}+\ldots\right) \times\right. \\
&  \tag{2.5}\\
& \left.\quad\left(1+\frac{p_{1}(j)}{n}+\frac{p_{2}(j)}{n^{2}}+\ldots\right)\right\} \\
& \quad=O\left(\frac{1}{n^{i+1}}\right), \text { as } n \rightarrow \infty
\end{align*}
$$

This holds for every $\nu$, where $0 \leq \nu \leq n$ and in view of the following identity:

$$
\sum_{j=0}^{2 i}(-1)^{j}\binom{2 i}{j} j^{m}= \begin{cases}0, & m=0,1, \ldots, 2 i-1 \\ (2 i)!, & m=2 i\end{cases}
$$

Now, on combining (2.1), (2.5) and in view of $\int_{0}^{1} p_{n, \nu}(t) d t=\frac{1}{n+1}$, we obtain

$$
\int_{0}^{1} p_{n, \nu}(t)\left|\frac{\nu}{n}-t\right|^{r} d t \leq C\left(\frac{1}{n^{i+1}}\right)^{\frac{r}{2 i}}\left(\frac{1}{n+1}\right)^{1-\frac{r}{2 i}}=O\left(\frac{1}{n^{\frac{r}{2}+1}}\right)
$$

For $m \in \mathbb{N}$, the $m^{\text {th }}$ order moment for $P_{n}$ is defined as

$$
\mu_{n, m}(x)=P_{n}\left((t-x)^{m} ; x\right) .
$$

Lemma 2.2. [2] The elementary moments are $\mu_{n, 0}(x)=1, \mu_{n, 1}(x)=\frac{(-x)}{(n+1)}$ and for $m \geq 1$ there holds the recurrence relation
$(n+m+1) \mu_{n, m+1}(x)=x(1-x)\left\{\mu_{n, m}^{\prime}(x)+2 m \mu_{n, m-1}(x)\right\}+(m(1-2 x)-x) \mu_{n, m}(x)$.
Consequently,
(i) $\mu_{n, m}(x)$ is a polynomial in $x$ of degree $m$;
(ii) $\mu_{n, m}(x)=O\left(n^{-[(m+1) / 2]}\right)$, as $n \rightarrow \infty$, uniformly in $x \in I$, where $[\beta]$ is the integer part of $\beta$.

Corollary 2.3. There holds for $r>0$

$$
P_{n}\left(|t-x|^{r} ; x\right)=O\left(n^{-r / 2}\right) \text {, as } n \rightarrow \infty, \text { uniformly in } x \in I
$$

Proof. Let $s$ be an even integer $>r$. An application of Hölder's inequality in integral and Lemma 2.2 in the next step gives

$$
\begin{gathered}
P_{n}\left(|t-x|^{r} ; x\right)=\int_{0}^{1} W_{n}(x, t)|t-x|^{r} d t \\
\leq\left(\int_{0}^{1} W_{n}(x, t)|t-x|^{s} d t\right)^{\frac{r}{s}}\left(\int_{0}^{1} W_{n}(x, t) d t\right)^{1-\frac{r}{s}} \leq C\left(n^{-s / 2}\right)^{r / s}=C n^{-r / 2}
\end{gathered}
$$

Lemma 2.4. [3] There holds for $l \in \mathbb{N}$

$$
x^{l}(1-x)^{l} D^{l}\left(p_{n, \nu}(x)\right)=\sum_{\substack{2 i+j \leq l \\ i, j \geq 0}} n^{i}(\nu-n x)^{j} q_{i, j, l}(x) p_{n, \nu}(x),
$$

where $D \equiv \frac{d}{d x}$ and $q_{i, j, l}(x)$ are certain polynomials in $x$ independent of $n$ and $\nu$.
Lemma 2.5. [3] There holds for $k, l \in \mathbb{N}$

$$
T_{n, k}\left((t-x)^{l} ; x\right)=O\left(n^{-k}\right), \text { as } n \rightarrow \infty, \text { uniformly in } x \in I
$$

Lemma 2.6. Let $r>0$ and $V_{n}(x, t)=: n \sum_{\nu=1}^{n} p_{n, \nu}(x) p_{n-1, \nu-1}(t)$, then

$$
\int_{0}^{1} V_{n}(x, t)|x-t|^{r} d x=O\left(n^{-r / 2}\right), \text { as } n \rightarrow \infty
$$

uniformly for all $t$ in $[0,1]$.
Proof. Let $J=: \int_{0}^{1} V_{n}(x, t)|x-t|^{r} d x$ and $s$ be an even integer $>r$. Then, proceeding along the lines of the proof of the Corollary 2.3 and in view of

$$
\int_{0}^{1} p_{n, \nu}(x) d x=\frac{1}{n+1}
$$

we have

$$
J \leq\left(\int_{0}^{1} V_{n}(x, t)(x-t)^{s} d x\right)^{\frac{r}{s}}\left(\frac{n}{n+1}\right)^{1-\frac{r}{s}}
$$

We may write

$$
\int_{0}^{1} V_{n}(x, t)(x-t)^{s} d x=(-1)^{s} \cdot n \sum_{i=0}^{s}\binom{s}{i} t^{s-i}(-1)^{i} \sum_{\nu=1}^{n} p_{n-1, \nu-1}(t) \int_{0}^{1} p_{n, \nu}(x) x^{i} d x .
$$

Since

$$
\int_{0}^{1} p_{n, \nu}(x) x^{i} d x=\frac{(\nu+1) \ldots(\nu+i)}{(n+1) \ldots(n+i+1)}
$$

it follows that

$$
\begin{align*}
& \int_{0}^{1} V_{n}(x, t)(x-t)^{s} d x  \tag{2.6}\\
&=(-1)^{s} \cdot n \sum_{i=0}^{s}\binom{s}{i} t^{s-i}(-1)^{i} \sum_{\nu=0}^{n-1} p_{n-1, \nu}(t) \frac{(\nu+2) \ldots(\nu+i+1)}{(n+1) \ldots(n+i+1)}
\end{align*}
$$

Now, $(\nu+2) \ldots(\nu+i+1)=\nu^{i}+p_{1}(i) \nu^{i-1}+p_{2}(i) \nu^{i-2}+\ldots$, where $p_{j}(i)$ is a polynomial in $i$ of degree $2 j$. Moreover,

$$
\begin{equation*}
\nu^{i}=q_{0}(i) \nu^{(i)}+q_{1}(i) \nu^{(i-1)}+q_{2}(i) \nu^{(i-2)}+\ldots+q_{i-1}(i) \nu^{(1)} \tag{2.7}
\end{equation*}
$$

where $q_{0}(i)=q_{i-1}(i)=1, \nu^{(j)}=\nu(\nu-1)(\nu-2) \ldots(\nu-j+1), j=0,1,2 \ldots, i$ and $q_{j}(i)$ is a polynomial in $i$ of degree $2 j$.

Utilizing (2.7) in (2.6) and using the properties of binomial coefficients, we get the required order.
Definition 2.7. Let $f \in L_{p}(I), p \geq 1$. Then for sufficiently small $\eta>0$, the Steklov mean $f_{\eta, m}$ of $m^{\text {th }}$ order is defined as follows:

$$
f_{\eta, m}(t)=\eta^{-m} \int_{-\eta / 2}^{\eta / 2} \cdots \int_{-\eta / 2}^{\eta / 2}\left(f(t)+(-1)^{m-1} \Delta_{\sum_{i=1}^{m} t_{i}}^{m} f(t)\right) d t_{1} \ldots d t_{m}
$$

where $t \in I_{1}$ and $\Delta_{h}^{m}$ is $m^{\text {th }}$ order forward difference operator of step length $h$.
Lemma 2.8. The function $f_{\eta, m}$ satisfies the following properties
(a) $f_{\eta, m}$ has derivatives up to order $m$ over $I_{1}, f_{\eta, m}^{(m-1)} \in A C\left(I_{1}\right)$ and $f_{\eta, m}^{(m)}$ exists a.e. and belongs to $L_{p}\left(I_{1}\right)$;
(b) $\left\|f_{\eta, m}^{(r)}\right\|_{L_{p}\left(I_{2}\right)} \leq C_{r} \eta^{-r} \omega_{r}\left(f, \eta, p, I_{1}\right), r=1,2, \ldots, m$;
(c) $\left\|f-f_{\eta, m}\right\|_{L_{p}\left(I_{2}\right)} \leq C_{m+1} \omega_{m}\left(f, \eta, p, I_{1}\right)$;
(d) $\left\|f_{\eta, m}\right\|_{L_{p}\left(I_{2}\right)} \leq C_{m+2}\|f\|_{L_{p}\left(I_{1}\right)}$;
(e) $\left\|f_{\eta, m}^{(m)}\right\|_{L_{p}\left(I_{2}\right)} \leq C_{m+3} \eta^{-m}\|f\|_{L_{p}\left(I_{1}\right)}$,
where $C_{i}^{\prime} s$ are certain constants that depend on $i$ but are independent of $f$ and $\eta$.
The proof follows from Theorem 18.17 ([13]) and ([20], Exercise 3.12, pp.165-166).
Lemma 2.9. Let $f \in L_{p}(I), p \geq 1$ and $r, m \in \mathbb{N}$. Then there holds

$$
\left\|P_{n}^{m}\left(f(t)(t-x)^{r} ; x\right)\right\|_{L_{p}(I)} \leq C n^{-r / 2}\|f\|_{L_{p}(I)}
$$

Proof. Using Remark 1.4

$$
P_{n}^{m}\left(f(t)(t-x)^{r} ; x\right)=\int_{0}^{1} \int_{0}^{1} \ldots \int_{0}^{1} V_{n}\left(x, t_{1}\right) V_{n}\left(t_{1}, t_{2}\right) \ldots V_{n}\left(t_{m-1}, t_{m}\right)\left(t_{m}-x\right)^{r} f\left(t_{m}\right) d t_{m} \ldots d t_{1}
$$

A repeated use of Hölder's inequality and in view of $\int_{0}^{1} V_{n}(x, t) d t=O(1)$ makes

$$
\begin{aligned}
& \left|P_{n}^{m}\left(f(t)(t-x)^{r} ; x\right)\right|^{p} \\
& \quad \leq \int_{0}^{1} \int_{0}^{1} \ldots \int_{0}^{1} V_{n}\left(x, t_{1}\right) V_{n}\left(t_{1}, t_{2}\right) \ldots V_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{r p}\left|f\left(t_{m}\right)\right|^{p} d t_{m} \ldots d t_{1} .
\end{aligned}
$$

We now consider integration on both sides. On the right side by virtue of Fubini's theorem, the integration is done with respect to $x$ followed by $t_{1}, t_{2}, \ldots, t_{m}$ respectively. Thus

$$
\begin{array}{r}
\int_{0}^{1}\left|P_{n}^{m}\left(f(t)(t-x)^{r} ; x\right)\right|^{p} d x \leq \int_{0}^{1} \ldots \int_{0}^{1}\left(\int_{0}^{1} V_{n}\left(x, t_{1}\right)\left|t_{m}-x\right|^{r p} d x\right) \times  \tag{2.8}\\
V_{n}\left(t_{1}, t_{2}\right) \ldots V_{n}\left(t_{m-1}, t_{m}\right)\left|f\left(t_{m}\right)\right|^{p} d t_{1} \ldots d t_{m}
\end{array}
$$

Let $s>r p$ be an integer. Then, using Hölder's inequality and in view of

$$
\int_{0}^{1} p_{n, \nu}(x) d x=\frac{1}{n+1}
$$

we have

$$
\begin{equation*}
\int_{0}^{1} V_{n}\left(x, t_{1}\right)\left|t_{m}-x\right|^{r p} d x \leq\left(\int_{0}^{1} V_{n}\left(x, t_{1}\right)\left|t_{m}-x\right|^{s} d x\right)^{\frac{r p}{s}}\left(\frac{n}{n+1}\right)^{1-\frac{r p}{s}} \tag{2.9}
\end{equation*}
$$

By multinomial expansion

$$
\begin{align*}
\left|t_{m}-x\right|^{s} & \leq\left(\left|t_{m}-t_{m-1}\right|+\left|t_{m-1}-t_{m-2}\right|+\ldots+\left|t_{1}-x\right|\right)^{s} \\
& \leq \sum_{\substack{r_{1}+r_{2}+\ldots+r_{m}=s, r_{k} \geq 0, \forall 1 \leq k \leq m}}\binom{s}{r_{1}, r_{2}, . ., r_{m}}\left|t_{m}-t_{m-1}\right|^{r_{m} \ldots\left|t_{1}-x\right|^{r_{1}}} . \tag{2.10}
\end{align*}
$$

Now, we combine (2.8)-(2.10), resort Lemma $2.6 m$ times and Hölder's inequality ( $m-1$ ) times to reach

$$
\int_{0}^{1}\left|P_{n}^{m}\left(f(t)(t-x)^{r} ; x\right)\right|^{p} d x
$$

$$
\begin{aligned}
& \leq C\left(\sum_{\substack{r_{1}+r_{2}+\ldots+r_{m}=s, r_{k} \geq 0, \forall 1 \leq k \leq m}}\binom{s}{r_{1}, r_{2}, . ., r_{m}} n^{-\frac{r_{1}+r_{2}+\ldots+r_{m}}{2}}\right)^{\frac{r_{p}}{s}} \int_{0}^{1}\left|f\left(t_{m}\right)\right|^{p} d t_{m} \\
& \leq C n^{-\frac{r p}{2}} m^{r p}\|f\|_{L_{p}(I)}^{p}
\end{aligned}
$$

using bound of multinomial coefficients. Taking $p^{\text {th }}$ root on both sides we complete the proof of lemma.

Lemma 2.10. Let $m, s \in \mathbb{N}$ and $f \in L_{p}(I), p \geq 1$ have a compact support in $[a, b] \subset$ $(0,1)$. Then there holds

$$
\left\|\frac{d^{2 s}}{d x^{2 s}} P_{n}^{m}(f ; x)\right\|_{L_{p}[a, b]} \leq C n^{s}\|f\|_{L_{p}[a, b]}
$$

Proof. An application of Lemma 2.4 enables us to express

$$
\begin{align*}
\frac{d^{2 s}}{d x^{2 s}} P_{n}^{m}(f ; x)= & \frac{d^{2 s}}{d x^{2 s}} \int_{0}^{1} W_{n}(x, v) P_{n}^{m-1}(f ; v) d v \\
= & n \sum_{\nu=1}^{n} p_{n, \nu}(x) \sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i} \frac{(\nu-n x)^{j} q_{i, j, s}(x)}{(x(1-x))^{2 s}} \times  \tag{2.11}\\
& \int_{0}^{1} p_{n-1, \nu-1}(v) P_{n}^{m-1}(f ; v) d v .
\end{align*}
$$

When $p>1$, applying Hölder's inequality twice, first for summation and then for integration, we obtain

$$
\begin{align*}
& \left|\sum_{\nu=1}^{n}(\nu-n x)^{j} p_{n, \nu}(x) n \int_{0}^{1} p_{n-1, \nu-1}(v) P_{n}^{m-1}(f ; v) d v\right|^{p} \\
& \leq \sum_{\nu=1}^{n}|\nu-n x|^{j p} p_{n, \nu}(x) n \int_{0}^{1} p_{n-1, \nu-1}(v)\left|P_{n}^{m-1}(f ; v)\right|^{p} d v \tag{2.12}
\end{align*}
$$

The above inequality is true for $p=1$, as well. Now, we integrate both sides of (2.12) with respect to $x$ and take help of Lemma 2.1 in next step to obtain

$$
\begin{align*}
\int_{a}^{b} \mid \sum_{\nu=1}^{n}(\nu & -n x)\left.^{j} p_{n, \nu}(x) n \int_{0}^{1} p_{n-1, \nu-1}(v) P_{n}^{m-1}(f ; v) d v\right|^{p} d x \\
& \leq \sum_{\nu=1}^{n}\left(\int_{a}^{b} p_{n, \nu}(x)|\nu-n x|^{j p} d x\right) n \int_{0}^{1} p_{n-1, \nu-1}(v)\left|P_{n}^{m-1}(f ; v)\right|^{p} d v \\
& \leq \frac{C_{1} n^{j p / 2}}{n} \cdot n \int_{0}^{1}\left(\sum_{\nu=1}^{n} p_{n-1, \nu-1}(v)\right)\left|P_{n}^{m-1}(f ; v)\right|^{p} d v \\
& \leq C_{1} n^{j p / 2}\left\|P_{n}^{m-1}(f ; .)\right\|_{L_{p}(I)}^{p} \tag{2.13}
\end{align*}
$$

Let $C_{2}=: \sup _{x \in[a, b]} \sup _{\substack{2 i+j \leq 2 s \\ i, j \geq 0}} \frac{\left|q_{i, j, s}(x)\right|}{(x(1-x))^{2 s}}$.

We now combine (2.11) and (2.13) and conclude that

$$
\begin{aligned}
\left\|\frac{d^{2 s}}{d x^{2 s}} P_{n}^{m}(f ; x)\right\|_{L_{p}[a, b]} & \leq C_{1}^{1 / p} C_{2}\left(\sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i} n^{j / 2}\right)\left\|P_{n}^{m-1}(f ; .)\right\|_{L_{p}(I)} \\
& \leq C n^{s}\|f\|_{L_{p}(I)}=C n^{s}\|f\|_{L_{p}[a, b]} .
\end{aligned}
$$

Hence, the required result follows.

Lemma 2.11. Let $m, s \in \mathbb{N}$ and $f \in L_{p}[0,1], p \geq 1$ have a compact support in $[a, b] \subset$ $(0,1)$. Moreover, let $f^{(2 s-1)} \in A C[a, b]$ and $f^{(2 s)} \in L_{p}[a, b]$, then

$$
\left\|\frac{d^{2 s}}{d x^{2 s}} P_{n}^{m}(f ; x)\right\|_{L_{p}[a, b]} \leq C\left\|f^{(2 s)}\right\|_{L_{p}[a, b]}
$$

Proof. Since $P_{n}^{m}$ maps polynomials into polynomials of the same degree, using Lemma 2.4 we have

$$
\begin{aligned}
\frac{d^{2 s}}{d x^{2 s}} P_{n}^{m}(f ; x)= & \frac{1}{(2 s-1)!} \int_{0}^{1} \ldots \int_{0}^{1} \frac{d^{2 s}}{d x^{2 s}}\left(W_{n}\left(x, t_{1}\right)\right) W_{n}\left(t_{1}, t_{2}\right) \ldots \times \\
& W_{n}\left(t_{m-1}, t_{m}\right) \int_{x}^{t_{m}}\left(t_{m}-w\right)^{2 s-1} f^{(2 s)}(w) d w d t_{m} \ldots d t_{1} \\
= & \frac{1}{(2 s-1)!} \sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i} \sum_{\nu=1}^{n}(\nu-n x)^{j} \frac{q_{i, j, s}(x)}{(x(1-x))^{2 s}} \times \\
& p_{n, \nu}(x) \int_{0}^{1} \ldots \int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right) W_{n}\left(t_{1}, t_{2}\right) \ldots W_{n}\left(t_{m-1}, t_{m}\right) \times \\
& \int_{x}^{t_{m}}\left(t_{m}-w\right)^{2 s-1} f^{(2 s)}(w) d w d t_{m} \ldots d t_{1} .
\end{aligned}
$$

Let us define $W_{n}(x, t)=0, t \notin[0,1]$. Now, we break the interval of integration in $t_{m}$ in the following way:

There exists for each $n$ an integer $r(n)$ such that

$$
\frac{r}{\sqrt{n}} \leq \max \{1-a, b\} \leq \frac{r+1}{\sqrt{n}}
$$

Let $C=\sup _{x \in[a, b]} \sup _{\substack{2 i+j \leq 2 s \\ i, j \geq 0}} \frac{\left|q_{i, j, s}(x)\right|}{(x(1-x))^{2 s}}$. Then

$$
\begin{align*}
\left|\frac{d^{2 s}}{d x^{2 s}} P_{n}^{m}(f ; x)\right| \leq & C \sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i} \sum_{\nu=1}^{n}|\nu-n x|^{j} p_{n, \nu}(x) \times  \tag{2.14}\\
& \int_{0}^{1} \ldots \int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right) W_{n}\left(t_{1}, t_{2}\right) \ldots W_{n}\left(t_{m-2}, t_{m-1}\right) \times \\
& \left\{\int_{0}^{1} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s-1}\left|\int_{x}^{t_{m}}\right| f^{(2 s)}(w)|d w| d t_{m}\right\} d t_{m-1} \ldots d t_{1} .
\end{align*}
$$

The expression inside the curly bracket in (2.14), however is bounded by

$$
\begin{align*}
& \leq \sum_{l=0}^{r}\left\{\int_{x+\frac{l}{\sqrt{n}}}^{x+\frac{l+1}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s-1} \int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w d t_{m}\right. \\
& \left.+\int_{x-\frac{l+1}{\sqrt{n}}}^{x-\frac{l}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s-1} \int_{x-\frac{l+1}{\sqrt{n}}}^{x}\left|f^{(2 s)}(w)\right| d w d t_{m}\right\} \\
& \leq \sum_{l=1}^{r}\left\{\frac{n^{2}}{l^{4}} \int_{x+\frac{l}{\sqrt{n}}}^{x+\frac{l+1}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s+3} \int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w d t_{m}\right.  \tag{2.15}\\
& \left.+\frac{n^{2}}{l^{4}} \int_{x-\frac{l}{\sqrt{n}}}^{x-\frac{l+1}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s+3} \int_{x-\frac{l+1}{\sqrt{n}}}^{x}\left|f^{(2 s)}(w)\right| d w d t_{m}\right\} \\
& +\int_{x+\frac{1}{\sqrt{n}}}^{x+\frac{1}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s-1} \int_{x-\frac{1}{\sqrt{n}}}^{\sqrt{n}}
\end{align*}
$$

Using (2.15) in (2.14)

$$
\begin{aligned}
& \left|\frac{d^{2 s}}{d x^{2 s}} P_{n}^{m}(f ; x)\right| \leq C \sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i} \sum_{\nu=1}^{n}|\nu-n x|^{j} p_{n, \nu}(x) \times \\
& \int_{0}^{1} \ldots \int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right) W_{n}\left(t_{1}, t_{2}\right) \ldots W_{n}\left(t_{m-2}, t_{m-1}\right) \times
\end{aligned}
$$

$$
\begin{aligned}
& \left\{\sum _ { l = 1 } ^ { r } \left(\frac{n^{2}}{l^{4}} \int_{x+\frac{l}{\sqrt{n}}}^{x+\frac{l+1}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s+3} \int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w d t_{m}\right.\right. \\
& \left.+\frac{n^{2}}{l^{4}} \int_{x-\frac{l+1}{\sqrt{n}}}^{x-\frac{l}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s+3} \int_{x-\frac{l+1}{\sqrt{n}}}^{x}\left|f^{(2 s)}(w)\right| d w d t_{m}\right) \\
& \left.+\int_{x-\frac{1}{\sqrt{n}}}^{x+\frac{1}{\sqrt{n}}} W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 s-1} \int_{x-\frac{1}{\sqrt{n}}}^{x+\frac{1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w d t_{m}\right\} d t_{m-1} \ldots d t_{1}, \\
& =J_{1}+J_{2}+J_{3}, \text { say. }
\end{aligned}
$$

In order to estimate $J_{1}, J_{2}$ and $J_{3}$, we use multinomial expansion

$$
\begin{aligned}
&\left|t_{m}-x\right|^{2 s+3} \leq \sum_{\substack{r_{1}+r_{2}+\ldots+r_{m}=2 s+3, r_{k} \geq 0, \forall 1 \leq k \leq m}}\binom{2 s+3}{r_{1}, r_{2}, . ., r_{m}} \times \\
&\left|t_{m}-t_{m-1}\right|^{r_{m}}\left|t_{m-1}-t_{m-2}\right|^{r_{m-1}} \ldots\left|t_{1}-x\right|^{r_{1}}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& J_{1} \leq C \sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i}\left(\sum_{l=1}^{r} \frac{n^{2}}{l^{4}}\left(\int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w\right)\right) \sum_{\nu=1}^{n}|\nu-n x|^{j} p_{n, \nu}(x) \times \\
& \sum_{\substack{r_{1}+r_{2}+\ldots+r_{m}=2 s+3, r_{i} \geq 0, \forall 1 \leq i \leq m}}\binom{2 s+3}{r_{1}, r_{2}, . ., r_{m}} \int_{0}^{1} \ldots \int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right) W_{n}\left(t_{1}, t_{2}\right) \ldots W_{n}\left(t_{m-1}, t_{m}\right) \times \\
&\left|t_{m}-t_{m-1}\right|^{r_{m}}\left|t_{m-1}-t_{m-2}\right|^{r_{m-1}} \ldots\left|t_{1}-x\right|^{r_{1}} d t_{m} d t_{m-1} \ldots d t_{1} .
\end{aligned}
$$

A repeated application of Corollary 2.3 makes

$$
\begin{align*}
J_{1} \leq & C \sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i}\left(\sum_{l=1}^{r} \frac{n^{2}}{l^{4}}\left(\int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w\right)\right) \times  \tag{2.16}\\
& \sum_{\nu=1}^{n}|\nu-n x|^{j} p_{n, \nu}(x)\left\{\sum_{\substack{r_{1}+r_{2}+\ldots+r_{m}=2 s+3, r_{k} \geq 0, \forall 1 \leq k \leq m}}\binom{2 s+3}{r_{1}, r_{2}, . ., r_{m}} \frac{1}{n^{\left(r_{m}+\ldots+r_{2}\right) / 2}}\right\} \times \\
& \left(\int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right)\left|t_{1}-x\right|^{r_{1}} d t_{1}\right) .
\end{align*}
$$

In order to obtain a bound for $J_{1}$ in (2.16) we require an estimate of

$$
\int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right)\left|t_{1}-x\right|^{r_{1}} d t_{1}
$$

This is accomplished with the help of Lemma 2.1 and moments of Bernstein polynomials ([14], Theorem 1.5.1).

$$
\begin{gathered}
\int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right)\left|t_{1}-x\right|^{r_{1}} d t_{1} \leq \int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right)\left(\left|t_{1}-\frac{\nu-1}{n-1}\right|+\left|\frac{\nu-1}{n-1}-x\right|\right)^{r_{1}} d t_{1} \\
=\sum_{i_{1}=0}^{r_{1}}\binom{r_{1}}{i_{1}}\left|\frac{(\nu-n x)-(1-x)}{n-1}\right|^{i_{1}} \int_{0}^{1} n p_{n-1, \nu-1}\left(t_{1}\right)\left|t_{1}-\frac{\nu-1}{n-1}\right|^{r_{1}-i_{1}} d t_{1} \\
\leq C \sum_{i_{1}=0}^{r_{1}}\binom{r_{1}}{i_{1}} n^{-\left(r_{1}-i_{1}\right) / 2}|(\nu-n x)-(1-x)|^{i_{1}}
\end{gathered}
$$

Therefore,

$$
\begin{align*}
J_{1} & \leq C \sum_{\substack{2 i+j \leq 2 s \\
i, j \geq 0}} n^{i}\left(\sum_{l=1}^{r} \frac{n^{2}}{l^{4}}\left(\int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w\right)\right) \sum_{\substack{r_{1}+r_{2}+\ldots+r_{m}=2 s+3, r_{k} \geq 0, \forall 1 \leq k \leq m}}\binom{2 s+3}{r_{1}, r_{2}, . ., r_{m}} \times \\
& \left\{\sum_{\nu=1}^{n}|\nu-n x|^{j} p_{n, \nu}(x)\left(\sum_{i_{1}=0}^{r_{1}}\binom{r_{1}}{i_{1}} n^{i_{1} / 2}\left|\frac{(\nu-n x)-(1-x)}{n-1}\right|^{i_{1}}\right)\right\} \frac{1}{n^{(2 s+3) / 2}} \\
& \leq C m^{2 s+3} \frac{n^{s}}{n^{(2 s+3) / 2}}\left(\sum_{l=1}^{r} \frac{n^{2}}{l^{4}} \int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w\right) . \tag{2.17}
\end{align*}
$$

We now take $p$ norm in $x$ in above. Let $p, q$ be the conjugate exponents such that

$$
\frac{1}{p}+\frac{1}{q}=1
$$

and $\psi_{l}(x,$.$) denote the characteristic function of the interval \left[x, x+\frac{l+1}{\sqrt{n}}\right]$. By using Hölder's inequality and Fubini's theorem

$$
\begin{aligned}
\int_{a}^{b}\left(\int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w\right)^{p} d x & \leq\left(\frac{l+1}{\sqrt{n}}\right)^{p / q} \int_{a}^{b} \int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right|^{p} d w d x \\
& =\left(\frac{l+1}{\sqrt{n}}\right)^{p / q} \int_{a}^{b} \int_{0}^{1} \psi_{l}(x, w)\left|f^{(2 s)}(w)\right|^{p} d w d x \\
& =\left(\frac{l+1}{\sqrt{n}}\right)^{p / q} \int_{0}^{1}\left(\int_{a}^{b} \psi_{l}(x, w) d x\right)\left|f^{(2 s)}(w)\right|^{p} d w \\
& \leq\left(\frac{l+1}{\sqrt{n}}\right)^{p / q}\left(\frac{l+1}{\sqrt{n}}\right) \int_{0}^{1}\left|f^{(2 s)}(w)\right|^{p} d w \\
& =\left(\frac{l+1}{\sqrt{n}}\right)^{p}\left\|f^{(2 s)}\right\|_{L_{p}[0,1]}^{p}
\end{aligned}
$$

Hence,

$$
\left\|\int_{x}^{x+\frac{l+1}{\sqrt{n}}}\left|f^{(2 s)}(w)\right| d w\right\|_{L_{p}[a, b]} \leq\left(\frac{l+1}{\sqrt{n}}\right)\left\|f^{(2 s)}\right\|_{L_{p}(I)}
$$

This implies by (2.17), that

$$
\left\|J_{1}\right\|_{L_{p}[a, b]} \leq C m^{2 s+3}\left\|f^{(2 s)}\right\|_{L_{p}(I)}=C m^{2 s+3}\left\|f^{(2 s)}\right\|_{L_{p}[a, b]}
$$

In order to find estimates $J_{2}$ and $J_{3}$ we proceed in a similar manner and obtain the required order. Combining the estimates of $J_{1}, J_{2}$ and $J_{3}$, we complete the proof.

## 3. Proof of Inverse Theorem

Proof. We choose numbers $x_{i}$ and $y_{i}, i=1,2,3$ that satisfy $0<a_{1}<x_{1}<x_{2}<x_{3}<$ $a_{2}<b_{2}<y_{3}<y_{2}<y_{1}<b_{1}<1$.

We choose a function $g \in C_{0}^{2 k}$ such that $\operatorname{supp} g \subset\left(x_{2}, y_{2}\right)$ with $g(x)=1$ on $\left[x_{3}, y_{3}\right]$ and $\bar{f}=f g$.

Now, for all values of $\gamma \leq \tau$ we have

$$
\begin{align*}
\left\|\Delta_{\gamma}^{2 k} \bar{f}(x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} & \leqslant\left\|\Delta_{\gamma}^{2 k}\left(\bar{f}(x)-T_{n, k}(\bar{f} ; x)\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}+\left\|\Delta_{\gamma}^{2 k} T_{n, k}(\bar{f} ; x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& =\Sigma_{1}+\Sigma_{2}, \text { say. } \tag{3.1}
\end{align*}
$$

Let $\bar{f}_{\eta, 2 k}(x)$ denote the Steklov mean for the function $\bar{f}(x)$. Then, Lemmas 2.10 and 2.11 entail

$$
\begin{align*}
\Sigma_{2}=\| \Delta_{\gamma}^{2 k} & T_{n, k}(\bar{f} ; x) \|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \leq \gamma^{2 k}\left\{\left\|T_{n, k}^{(2 k}\left(\bar{f}-\bar{f}_{\eta, 2 k} ; x\right)\right\|_{L_{p}\left[x_{1}, y_{1}\right]}+\left\|T_{n, k}^{(2 k)}\left(\bar{f}_{\eta, 2 k} ; x\right)\right\|_{L_{p}\left[x_{1}, y_{1}\right]}\right\} \\
& \leq C \gamma^{2 k}\left\{n^{k}\left\|\bar{f}-\bar{f}_{\eta, 2 k}\right\|_{L_{p}\left[x_{2}, y_{2}\right]}+\left\|\bar{f}_{\eta, 2 k}^{(2 k)}\right\|_{L_{p}\left[x_{2}, y_{2}\right]}\right\} \\
& \leq C \gamma^{2 k}\left(n^{k}+\frac{1}{\eta^{2 k}}\right) \omega_{2 k}\left(\bar{f}, \eta, p,\left[x_{2}, y_{2}\right]\right) \tag{3.2}
\end{align*}
$$

for sufficiently small values of $\gamma$ and $\eta$.
It follows from the hypothesis that a component of $\Sigma_{1}$ is bounded as

$$
\begin{align*}
\| \bar{f}(x) & -T_{n, k}(\bar{f} ; x) \|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \leq\left\|g(x)\left(f(x)-T_{n, k}(f ; x)\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}+\left\|T_{n, k}(f(t)(g(t)-g(x)) ; x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \leq \frac{C}{n^{\alpha / 2}}+\left\|T_{n, k}(f(t)(g(t)-g(x)) ; x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} . \tag{3.3}
\end{align*}
$$

We now establish that

$$
\begin{equation*}
\left\|T_{n, k}(f(t)(g(t)-g(x)) ; x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}=O\left(n^{-\alpha / 2}\right) \tag{3.4}
\end{equation*}
$$

This is a major point in the proof of our theorem. Assuming (3.4)to be true, it follows from (3.1)-(3.4) that

$$
\begin{equation*}
\left\|\Delta_{\gamma}^{2 k} \bar{f}(x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \leq C_{1}\left\{\frac{1}{n^{\alpha / 2}}+\gamma^{2 k}\left(n^{k}+\frac{1}{\eta^{2 k}}\right) \omega_{2 k}\left(\bar{f}, \eta, p,\left[x_{2}, y_{2}\right]\right)\right\} \tag{3.5}
\end{equation*}
$$

We choose $\eta=n^{-1 / 2}$ and take $\sup _{\gamma \leq \tau}$ in (3.5) to obtain

$$
\omega_{2 k}\left(\bar{f}, \tau, p,\left[x_{2}, y_{2}\right]\right) \leq C\left\{\eta^{\alpha}+\left(\frac{\tau}{\eta}\right)^{2 k} \omega_{2 k}\left(\bar{f}, \eta, p,\left[x_{2}, y_{2}\right]\right)\right\}
$$

Now, making use of the Lemma ([6], p.696), we get

$$
\omega_{2 k}\left(\bar{f}, \tau, p,\left[x_{2}, y_{2}\right]\right) \leq C \tau^{\alpha}
$$

and therefore

$$
\omega_{2 k}\left(f, \tau, p, I_{2}\right)=O\left(\tau^{\alpha}\right), \text { as } \tau \rightarrow 0
$$

The proof of (3.4) is accomplished by induction on $\alpha$. When $\alpha \leq 1$, by mean value theorem and Lemma 2.9

$$
\begin{aligned}
\left\|T_{n, k}(f(t)(g(t)-g(x)) ; x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} & =\left\|T_{n, k}\left(f(t)(t-x) g^{\prime}(\xi) ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \leq \frac{C}{n^{1 / 2}}\|f\|_{L_{p}(I)}
\end{aligned}
$$

where $\xi$ lies between $t$ and $x$. This proves (3.4) when $\alpha \leq 1$.
We next assume that (3.4) is true when $\alpha$ lies in $[r-1, r)$ and prove that it is true for $\alpha \in[r, r+1)$. Let $f_{\eta, 2 k}(t)$ denote the Steklov mean. We express

$$
\begin{align*}
f(t)(g(t) & -g(x)) \\
& =\left\{\left(f(t)-f_{\eta, 2 k}(t)\right)+\left(f_{\eta, 2 k}(t)-f_{\eta, 2 k}(x)\right)+f_{\eta, 2 k}(x)\right\}(g(t)-g(x)) \\
& =\left(f(t)-f_{\eta, 2 k}(t)\right)(g(t)-g(x))+\left(f_{\eta, 2 k}(t)-f_{\eta, 2 k}(x)\right)(g(t)-g(x)) \\
& +f_{\eta, 2 k}(x)(g(t)-g(x)) \\
& =\Sigma_{3}+\Sigma_{4}+\Sigma_{5}, \text { say. } \tag{3.6}
\end{align*}
$$

Let $\psi(t)$ denote the characteristic function of $\left[x_{2}-\delta_{0}, y_{2}+\delta_{0}\right]$. This entails that $\left\|P_{n}^{m}\left(\left(f(t)-f_{\eta, 2 k}(t)\right)(g(t)-g(x)) ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}$

$$
\begin{align*}
& \leq\left\|P_{n}^{m}\left(\left(f(t)-f_{\eta, 2 k}(t)\right)(t-x) g^{\prime}(\xi) \psi(t) ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& +\left\|P_{n}^{m}\left(\left(f(t)-f_{\eta, 2 k}(t)\right)(t-x) g^{\prime}(\xi)(1-\psi(t)) ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \leq\left\|g^{\prime}\right\|_{C(I)}\left\|P_{n}^{m}\left(\left|f(t)-f_{\eta, 2 k}(t)\right||t-x| \psi(t) ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& +\left\|g^{\prime}\right\|_{C(I)} \delta_{0}^{-(2 k-1)}\left\|P_{n}^{m}\left(\left|f(t)-f_{\eta, 2 k}(t)\right||t-x|^{2 k}(1-\psi(t)) ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \leq C n^{-1 / 2}\left\|\left(f-f_{\eta, 2 k}\right) \psi(t)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}+C n^{-k}\left\|f-f_{\eta, 2 k}\right\|_{L_{p}(I)} \\
& \leq C n^{-1 / 2} \omega_{2 k}\left(f, \eta, f, p,\left[x_{1}, y_{1}\right]\right) \\
& +C n^{-k}\|f\|_{L_{p}(I)}(\text { in view of Lemmas } 2.9 \text { and } 2.8) . \tag{3.7}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\left\|T_{n, k}\left(\Sigma_{3} ; x\right)\right\| & =\left\|\sum_{m=1}^{k}\binom{k}{m}(-1)^{m+1} P_{n}^{m}\left(\Sigma_{3} ; x\right)\right\| \\
& \leq C n^{-1 / 2} \omega_{2 k}\left(f, \eta, f, p,\left[x_{1}, y_{1}\right]\right)+C n^{-k}\|f\|_{L_{p}(I)} \tag{3.8}
\end{align*}
$$

To obtain an estimate of $\Sigma_{5}$, we note that $g(t)$ is a very smooth function and hence

$$
\begin{align*}
T_{n, k}(g(t)-g(x) ; x) & =\sum_{j=1}^{2 k-1} \frac{g^{(j)}(x)}{j!} T_{n, k}\left((t-x)^{j} ; x\right) \\
& +\frac{1}{(2 k)!} T_{n, k}\left(g^{(2 k)}(\xi)(t-x)^{2 k} ; x\right), \tag{3.9}
\end{align*}
$$

where $\xi$ lies between $t$ and $x$.
Now, applying Lemmas 2.5 and 2.9 on the right hand side of (3.9) respectively, we have

$$
\begin{equation*}
\left\|T_{n, k}\left(\Sigma_{5} ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \leq C n^{-k}\left\|f_{\eta, 2 k}\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \leq C n^{-k}\|f\|_{L_{p}(I)} \tag{3.10}
\end{equation*}
$$

Since, by virtue of Lemma 2.8, $f_{\eta, 2 k}$ is $2 k$ times differentiable, there follows

$$
\begin{align*}
\Sigma_{4} & =\left\{\sum_{i=1}^{2 k-1} \frac{(t-x)^{i}}{i!} f_{\eta, 2 k}^{(i)}(x)+\frac{1}{(2 k-1)!} \int_{x}^{t}(t-w)^{2 k-1} f_{\eta, 2 k}^{(2 k)}(w) d w\right\} \times \\
& \left\{\sum_{j=1}^{2 k-2} \frac{(t-x)^{j}}{j!} g^{(j)}(x)+\frac{(t-x)^{2 k-1}}{(2 k-1)!} g^{(2 k-1)}(\xi)\right\} \\
& =\sum_{i=1}^{2 k-1} \sum_{j=1}^{2 k-2} \frac{(t-x)^{i+j}}{i!j!} f_{\eta, 2 k}^{(i)}(x) g^{(j)}(x) \\
& +\frac{g^{(2 k-1)}(\xi)}{(2 k-1)!} \sum_{i=1}^{2 k-1} \frac{(t-x)^{2 k+i-1}}{i!} f_{\eta, 2 k}^{(i)}(x) \\
& +\frac{1}{(2 k-1)!} \int_{x}^{t}(t-w)^{2 k-1} f_{\eta, 2 k}^{(2 k)}(w) d w \times \\
& \left\{\sum_{j=1}^{2 k-2} \frac{(t-x)^{j}}{j!} g^{(j)}(x)+\frac{(t-x)^{2 k-1}}{(2 k-1)!} g^{(2 k-1)}(\xi)\right\} \\
& =\Sigma_{6}+\Sigma_{7}+\Sigma_{8}, \text { say, } \tag{3.11}
\end{align*}
$$

where $\xi$ lies between $t$ and $x$.
By Lemma 2.5 and Theorem 3.1 ([9], p.5)

$$
\begin{align*}
& \left\|T_{n, k}\left(\Sigma_{6} ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \leq C n^{-k}\left(\sum_{i=1}^{2 k-1}\left\|f_{\eta, 2 k}^{(i)}(x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}\right) \\
& \leq C n^{-k}\left(\left\|f_{\eta, 2 k}\right\|_{L_{p}\left[x_{2}, y_{2}\right]}+\left\|f_{\eta, 2 k}^{(2 k-1)}(x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}\right) . \tag{3.12}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \left\|T_{n, k}\left(\Sigma_{7} ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \quad \leq C n^{-k}\left(\left\|f_{\eta, 2 k}\right\|_{L_{p}\left[x_{2}, y_{2}\right]}+\left\|f_{\eta, 2 k}^{(2 k-1)}(x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}\right) . \tag{3.13}
\end{align*}
$$

We now examine a typical term of $T_{n, k}\left(\Sigma_{8} ; x\right)$ expressed as

$$
\begin{align*}
P_{n}^{m}\left((t-x)^{i}\right. & \left.\int_{x}^{t}(t-w)^{2 k-1} f_{\eta, 2 k}^{(2 k)}(w) d w ; x\right) \\
& =P_{n}^{m}\left((t-x)^{i} \int_{x}^{t}(t-w)^{2 k-1} f_{\eta, 2 k}^{(2 k)}(w) \psi(w) d w ; x\right) \\
& +P_{n}^{m}\left((t-x)^{i} \int_{x}^{t}(t-w)^{2 k-1} f_{\eta, 2 k}^{(2 k)}(w)(1-\psi(w)) d w ; x\right) \\
& =\Sigma_{9}+\Sigma_{10}, \text { say. } \tag{3.14}
\end{align*}
$$

We may write

$$
\begin{align*}
\left|\Sigma_{9}\right| & \leq \int_{0}^{1} \ldots \int_{0}^{1} W_{n}\left(x, t_{1}\right) W_{n}\left(t_{1}, t_{2}\right) \ldots W_{n}\left(t_{m-1}, t_{m}\right)\left|t_{m}-x\right|^{2 k+i-1} \times  \tag{3.15}\\
& \left|\int_{x}^{t_{m}}\right| f_{\eta, 2 k}^{(2 k)}(w)|\psi(w) d w| d t_{m} d t_{m-1} \ldots d t_{2} d t_{1}
\end{align*}
$$

Now, proceeding along the lines of the proof of Lemma 2.11, we obtain

$$
\begin{equation*}
\left\|\Sigma_{9}\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \leq \frac{C}{n^{(2 k+i) / 2}}\left\|f_{\eta, 2 k}^{(2 k)}\right\|_{L_{p}\left[x_{2}-\delta, y_{2}-\delta\right]} \tag{3.16}
\end{equation*}
$$

The presence of $(1-\psi(w))$ in $\Sigma_{10}$ implies that $|w-x|>\delta_{0}$. Therefore

$$
\begin{align*}
& \left|\Sigma_{10}\right| \leq \int_{0}^{1} \ldots \int_{0}^{1} W_{n}\left(x, t_{1}\right) W_{n}\left(t_{1}, t_{2}\right) \ldots W_{n}\left(t_{m-1}, t_{m}\right) \times  \tag{3.17}\\
& \quad\left|t_{m}-x\right|^{2 k+i-1+2 k}\left(\delta_{0}^{-2 k}\left|\int_{x}^{t_{m}}\right| f_{\eta, 2 k}^{(2 k)}(w)|(1-\psi(w)) d w| d t_{m} d t_{m-1} \ldots d t_{2} d t_{1}\right)
\end{align*}
$$

Proceeding along the lines of the proof of Lemma 2.11 again yields

$$
\begin{equation*}
\left\|\Sigma_{10}\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \leq \frac{C}{n^{(4 k+i) / 2}}\left\|f_{\eta, 2 k}^{(2 k)}\right\|_{L_{p}(I)} \tag{3.18}
\end{equation*}
$$

Combining (3.14), (3.16) and (3.18), we get

$$
\begin{align*}
& \left\|T_{n, k}\left(\Sigma_{8} ; x\right)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \quad \leq C\left\{\frac{1}{n^{(2 k+i) / 2}}\left\|f_{\eta, 2 k}^{(2 k)}\right\|_{L_{p}\left[x_{2}-\delta_{0}, y_{2}+\delta_{0}\right]}+\frac{1}{n^{(4 k+i) / 2}}\left\|f_{\eta, 2 k}^{(2 k)}\right\|_{L_{p}(I)}\right\} . \tag{3.19}
\end{align*}
$$

Utilizing (3.6)-(3.19), we are led to

$$
\begin{aligned}
& \left\|T_{n, k}(f(t)(g(t)-g(x)) ; x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \quad \leq C\left\{\frac{1}{n^{1 / 2}} \omega_{2 k}\left(f, \eta, p,\left[x_{1}, y_{1}\right]\right)+\frac{1}{n^{k}}\|f\|_{L_{p}(I)}+\frac{1}{n^{k}}\left(\left\|f_{\eta, 2 k}\right\|_{L_{p}\left[x_{2}, y_{2}\right]}\right.\right. \\
& \left.\left.\quad+\left\|f_{\eta, 2 k}^{(2 k-1)}\right\|_{L_{p}\left[x_{2}, y_{2}\right]}\right)+\frac{1}{n^{(2 k+1) / 2}}\left\|f_{\eta, 2 k}^{(2 k)}\right\|_{L_{p}\left[x_{2}-\delta_{0}, y_{2}-\delta_{0}\right]}+\frac{1}{n^{(4 k+1) / 2}}\left\|f_{\eta, 2 k}^{(2 k)}\right\|_{L_{p}(I)}\right\} .
\end{aligned}
$$

This is further simplified by Lemma 2.8 by taking $\eta=n^{-1 / 2}$ for large values of $n$ as

$$
\begin{align*}
\| T_{n, k}(f(t)(g(t)- & g(x)) ; x) \|_{L_{p}\left[x_{2}, y_{2}\right]} \\
& \leq C\left\{\frac{1}{n^{1 / 2}} \omega_{2 k}\left(f, n^{-1 / 2}, p,\left[x_{1}, y_{1}\right]\right)+\frac{1}{n^{k}}\|f\|_{L_{p}(I)}\right. \\
& \left.+\frac{1}{n^{1 / 2}} \omega_{2 k-1}\left(f, n^{-1 / 2}, p,\left[x_{1}, y_{1}\right]\right)\right\} \tag{3.20}
\end{align*}
$$

The induction hypothesis implies that for $[c, d] \subset\left(a_{1}, b_{1}\right)$

$$
\begin{equation*}
\omega_{2 k}\left(f, n^{-1 / 2}, p,[c, d]\right)=O\left(n^{-\alpha / 2}\right), n \rightarrow \infty \tag{3.21}
\end{equation*}
$$

This induces, by (Theorem 6.1.2, [20]),

$$
\begin{equation*}
\omega_{2 k-1}\left(f, n^{-1 / 2}, p,[c, d]\right)=O\left(n^{-\alpha / 2}\right), n \rightarrow \infty \tag{3.22}
\end{equation*}
$$

Incorporating (3.21) and (3.22) in (3.20), we obtain

$$
\left\|T_{n, k}(f(t)(g(t)-g(x)) ; x)\right\|_{L_{p}\left[x_{2}, y_{2}\right]}=O\left(n^{-(\alpha+1) / 2}\right), n \rightarrow \infty
$$

This proves (3.4) and hence the proof of the theorem follows.
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