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Some corrected optimal quadrature formulas

Ana Maria Acu, Alina Babog and Petru Blaga

Abstract. The optimal 3-point quadrature formulae of closed type are derived
and the estimations of error in terms of a variety on norms involving the second
derivative are given. The corrected quadrature rules of the optimal quadrature
formulae are considered. These results are obtained from an inequalities point of
view.
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1. Introduction

The problem to construct the optimal quadratures formulas was studied by many
authors. The first results were obtained by A. Sard, L.S. Meyers and S.M. Nikolski. In
the last years a number of authors have obtained in many different ways the optimal
quadrature formulas ([1], [5], [6], [10], [14], [15]). In this section we present the classical
methods to construct this kind of quadrature formulas.

Let H be the class of sufficiently smooth functions f : [a,b] — R and we consider
the following quadrature formula with degree of exactness equal n — 1

b m z;—1
[ e =Y 3" 4uf () + Ralf), (L.1)
a i=0 k=0
where the nodes a < xg < 21 < --+ < &, < b have the multiplicities z;, 1 < z; < n.
The quadrature formula (1.1) is called optimal in the sense of Sard in the space
H, if
gm,n(HvA) = sup |Rn [f]'
feH

attains the minimum value with regard to A, where A = {A;}", EZOI are the coef-
ficients of quadrature formula.
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The quadrature formula (1.1) is called optimal in sense Nikolski in the space H,

if
gm,n(H’ A, X) = sup |RN[fH
feH
attains the minimum value with regard to A and X, where A = {Ay}.", 1?:701 are
the coefficients and X = (zg, z1,...,2m) are the nodes of quadrature formula.
We denote

— -1 n—1 . pe
Wla,b] :== {f e C"La,b], f"Y absolutely continuous , Hf( )

< oo}
P
with

b v
£l = {/ If(ﬂf)lpdaf} , for 1<p<oo,
[fllo :=sup [f(2)].

z€la,b

If f € W}'[a,b], by using Peano’s theorem, the remainder term can be written

b
Ralf] = / K, (6™ ()dt,

1
(&~ 1)

(n—1)!
For the remainder term we have the evaluation

Ralfl] < [/b

with remark that in the cases p = 1 and p = oo this evaluation is

where K, (t) = Ry,

f(”)(t)’pdt] : l/b |Kn(t)th] " % o ag

q

b
Rald) < [ 10|t sup K0, (13)
a t€la,b]
b
RolF) < sup |00 [ 1K) dr (1)
t€la,b] a

The p-function method is a model of constructing the quadrature formulas and
was given by D.V. Ionescu ([9]). Suppose that f € C"[a,b] and for some given n € N
consider the nodes a = 2y < ... < x, = b. On each interval [xx_1,2x], k = 1,...,n, it
is considered a function ¢y, k = 1,...,n, with the property that

<p,(:) =1Lk=1,..,n (1.5)
One defines the function ¢ as follows

90'[1197179%] =K, k=1,..,n, (16)

i.e., the restriction of the function ¢ to the interval [xy_1, z%] is k.
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Using the integration by parts of the integral

b n Tk
S(f) = / fa)de =" / o\ (2) f(2)de,
a k=1

Tr—1

one obtains the following quadrature formula

b n r—1
[ f@de =30 4w + Ra(6), (L.7)
a k=0 j=0
with
b
Ra(f) = (~1)" / (@) ) (2)de (18)
and

Apj = (1)1 (wo),
Akj = (_1)] (Q@k; _ on-‘rl)(r_]_l)(xk)’ k= 1) RS [ 1a (19)
Apj = (=107 (@), j=0,1,...,r — 1.
In [1], T. Catinag and G. Coman studied the optimality in sense of Nikolski for a
quadrature formula, using the method of p-function.

In [16], N. Ujevi¢ and L. Miji¢ constructed a class of quadrature formulas of
close type with 3 nodes. Let

)

3t -a)t=0), 1 a5

KZ(OQﬂv’Yaé;t) =

%(t—y)(t—é), ‘e (“;b,b},

be a function which depends on the parameters «, 3,7,9 € R. Integrating by parts
b

the integral / Ky(a, 3,7, 6;t) f"(t)dt, and putting conditions that the coefficients of

the first derivatives to be zero, N. Ujevi¢ and L. Miji¢ were constructed the following
class of quadrature formulas of close type

[ 0a = s s (“5F)
+  Ax(a,8,7,0)f(b) + R[f],
where ,
RUI = [ Kala,57.0)f" (1)
The parameters a, 3,7, are obtaiiled putting conditions that the remainder term

b
which is evaluated in sense of (1.4) to be minimal, namely / | K5 (o, B,7,9)| dt to
a

attains the minimum value.
The main result obtained by N. Ujevi¢ and L. Mijji¢ in the above described
procedure is formulated bellow.
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Theorem 1.1. [16] Let I C R be an open interval such that [0,1] C I andlet f: I — R
be a twice differentiable function such that f" is bounded and integrable. Then we
have

[ =50 - (1 - {f) 1(3)- %

The main purpose of the section 2 is to derive a quadrature formula of close type
with 3-points which is optimal in sense Nikolski, namely we calculate the coefficients
A;, i =0,2 and the node a; € (a,b) such that the quadrature formula

2 -2
48

< 1f o (1.10)

b
/ F(8)dt = Aof(a) + Arf (ar) + A2f () + Ralf),

to be optimal, considering that the remainder term is evaluated in sense of (1.2) in
the cases p=1, p=2 and p = .

For the simplicity, in this paper we choose [a,b] = [0,1]. The corresponding
results in the arbitrary interval [a, b] can be obtained using the following lemma.

Lemma 1.2. [11] If —c0o < @ < 8 < 400 and w is a weight function on («, ) and

/8 m
/ F@®w(t)dt = ZAZf(xZ) +rmlf], f€LL(a, ), then
a i=0

Tr—a

b—a

W(x):w(aJr(B—a) ),xe(a,b), -0 <a<b< oo,

is a weight function on (a,b) and

b b—a «— T; — o
/a F(z)W (z)dz = 7 a ;AZF <a+ (b—a)—=— ) + Rom[F),
where F € L} (a,b) and Rpy| ]:;:Zrm[ﬁ], F(t)=F (a—&—(b—a);—a)

2. The optimal 3-point quadrature formula of closed type
Let

1
/0 F(@)dz = Aof(0) + Arf(ar) + Aof(1) + Ralf] (21)

be a quadrature formula with degree of exactness equal 1.
Since the quadrature formula has degree of exactness 1, the remainder term
verifies the conditions Rz[e;] =0, e;(z) = 2, ¢ = 0,1, namely
Ag+ A1+ A =1

) (2.2)
Aja; + Ay = 5
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and using Peano’s theorem the remainder term has the following integral representa-

tion
1
Ralf] = / Ky (t)f"(t)dt, where (2.3)
0
%tQ — Aot, 0<t<ay,
Ky(t) =Ra[(z—t)4] = . (2.4)
A= —A(1-1), e <t <1

Theorem 2.1. For f € W2]0,1], the quadrature formula of the form (2.1), optimal

with regard to the error, is

=0+ 2 (D) - Lrw e r @)
with
1#—%1&, 0< tg%
RYf= [ K@) @)dt, K (t)= (2.6)
’ %(1—1&)2—%(1—75), %<t§17

2-V2
RIS < =g 17 oo = 0.01221] " .
Proof. The remainder term (2.3) can be evaluate in the following way
1
RO <11 [ |10
The quadrature formula is optimal with regard to the error if

1
/ ‘Ky] (t)‘ dt — minimum.
0

‘We have
1 1 ay 1 1 1
Imm@ﬂn:/\@%mm:/ m¥®w+/\@%mm
0 0 al

2A0 1 aq 1
= / (Aot — t2> dt +/ (t2 — A0t> dt
0 2 240 2

+/a112A2{1(1—t)2—A2(1—t)} dt—i—/l:AQ[Ag(l—t)—;(l—t)Q dt

2
4 1 1 1
= ;40— 5 m+6§+ 4l 5= )4y + 2(1—a)’,
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Putting condition that the partial derivatives to be zero, namely

aI(AO7A27a1> _

2 - 2:
97, =4A 501 0,
62(140,14270,1) 2 1 2
=4A5— =(1— =
aAQ 2 2( al) Oa
0Z(Ap, Az, a a? 1
% — —a Ao + = ? - 5(1 —a1)’ + A5(1 —a1) = 0,

we find the following values for the coefficients and the node of optimal quadrature
formula

V2 V2
-

-2

alzf, and/ |K£1] t)|dt = 48

O
Remark 2.2. The optimal quadrature (2.5) coincides with the quadrature formula
(1.10) obtained by N. Ujevi¢ and L. Miji¢ in [16], but this quadrature formula was
obtained in different way than in [16]. This result motivated us to seek the quadrature
formulas of type (2.1) such that the estimation of its error to be best possible in p-
norm for p =2 and p = 1.

Remark 2.3. For the remainder term of quadrature formula (2.5) can be established
the following two estimations

1 2 B 1 /22-15v2

R < { | () dt] 112 = 35\ 55— 1"l
~ 0.0143(| f||2, f € WZ[0,1],

7\/5 "
6

"

fewzo,1].

2
REA| < sup (KL @)1=
t€(0,1]

Theorem 2.4. For f € WZ[0,1], the quadrature formula of the form (2.1), optimal
with regard to the error, is

[ s = S0+ 31 (3) + S+ =E 7
0 16 87\ 2 16 2 Wb '
with
3 1
2] (20 4y 17 (2] 5t2_176t’ )
R3 [f] ; Ky () f" (t)dt, K37 (t) = ) X (2.8)
5(1—t)2—1—6(1—1t), —<t<1,
and

Y

1 ~ 14 1
22151 % 0.0140] 7"

R <
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Proof. The remainder term (2.3) can be evaluated in the following way

RE| < { / 1 (K£2]<t>)2dt] 1

The quadrature formula is optimal with regard to the error if

1 2
K2 (t)) dt — minimum.
; 2

‘We have

1 a1 /1 2
T(Ag, As,ay) = / (K2 / (tQ—Aot> dt
0 0 2
1 1 2
+/ {2 (1— 1) A2(1—t)] it

1 o Ay 4 A 3 (1—a1)® (1—a))* 5 (1—ay)?
T R B R IR Ty A+ A

Putting condition that the partial derivatives to be zero, namely

0I(Ag, Az, a1) 11411

9y =1 + A 0as =0,
62-(140,142,0,1) (1—0,1)4 2 3
04, 1 T3Al-a)=0
Z(Ap, A 1—ap)?
W —Agai+Afat~ %Jﬁb(l—al)?’—/@(l—al)z:@
1

we find the following values for the coefficients and the node of optimal quadrature
formula
3 5 1 b a2 1
A0:A2:— Al:é’ alzi, and/o <K2 (t)) dt:m O

Remark 2.5. For the remainder term of quadrature formula (2.7) can be established
the following two estimations

1
RE| < / L 0t oo = <o |l e ~0.0124] £ o, for FEWE[0,1],

1536
1
R < sup [KEO117" =g 171 ~0.0818) . for f € WD,
te|o,

Theorem 2.6. For f € WZ[0,1], the quadrature formula of the form (2.1), optimal
with regard to the error, is

[ s = 2 00— var () + i < ®B. e
0
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with

2-1 1

,t2_\/> t’0§t§*7

3] (81 4y 7 3] i :

R3] K37 () f(t)dt, K3 (t)= =10
| 2-1
(1-t)*— \[2 (1-1), 5 <t<1,
and
322
RE1] < =200~ 0.0214) 1.

Proof. The remainder term (2.3) can be evaluated in the following way
3 3
RE| < 1571 sup (K5 (1)
0<t<1
The quadrature formula is optimal with regard to the error if

sup |K£3] (t)| — minimum.

0<t<1
We have
1 1
sup |KP ()] = max {|K£3](AO)|, |K§”](a1)|} - max{ A2 |=a? — Apay } ,
tef0,a1] 2 2
1 1
sup |K5(t)| =max { |55 (ar) |, | K (1 42) |} =max { ‘af—Aoal : Ag} ,
t€far,1] 2 2
therefore
1 1 1
sup |K£3] (t) = maX{A(Q), —AZ Za? — Aoal} . (2.11)
t€(0,1] 2 2 2

Putting condition that sup |K£3] (t)] to attains the minimum value, which in our
te[0,1]

case is equivalent with KE’] (a1) = —KE’] (tmin), Where tmin € {Ag, 1 — Az}, we obtain
Ay = (V2 — 1)ay, respectively Ay = (v/2 — 1)(1 — ay). Since K € C[0,1], namely
KE’] (a1 —0) = Kg’] (a1 +0), we can find the following relation

Ly

iw—m@fnﬁzéﬂfmffm@fnﬂfmﬂ

1
From the above equality we obtain a; = 2 and the values for the coefficients of the

2—1
optimal quadrature formula are Ag = Ay = \[T’ A; =2 — /2. From (2.11) it
1 —2v2
follows sup |K£3] () = A2 = 37\[ B
te[0,1] 2 8
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Remark 2.7. For the remainder term of quadrature formula (2.9) can be established
the following two estimations

1 o aVE—m
isl| < [Pl 17 = 222

0.0l36Hf”||oo, fewzio,1],

R <[ (<B0) ] 1 = 52
0.

0151(|f"[|2, f € W3[0, 1].

Q

~
~

Remark 2.8. If we denote by Cy] the constants which appear in estimations of the
following type

[REW| < s,
where ¢ = 1,2,3, p = 00,2, respectively 1, and f € Wg [0, 1], from the above results
the inequalities C’g < C’g} < C’C@, C’g] < C'g] < C’E’] and CP] < C’F] < C’F] are true.

Therefore, we can assert that our results are better than Ujevi¢ and Miji¢’s result, if
we consider 2-norm, respectively 1-norm.

3. The corrected quadrature formulae

In recent years some authors have considered so called perturbed (corrected)
quadrature rules (see [2], [3], [4], [7], [8], [17]). By corrected quadrature rule we mean
the formula which involves the values of the first derivative in end points of the interval
not only the values of the function in certain points. These formulae have a higher
degree of exactness than the original rule. The estimate of the error in corrected rule
is better then in the original rule, in generally.

The main purpose of this section is to derive corrected rule of the optimal quad-
rature formulae obtained in previous section. Here we will show that the corrected
formula improves the original formula. We mention that the corrected formula of (2.5)
was considered by N. Ujevié¢ and L. Miji¢ in [16].

Let

[ 1@ = a0f0) + Auf (3) + Aef O+ AL - FOI4 Rl G
where )
Rale;] =0, i=0,1, and A:/O K (t)dt

be the corrected quadrature formula of the rule (2.1).
Since the remainder term has degree of exactness 1 we can write

Rolf] = /O &Ko) (£)dt, where (3.2)

Ks(t) = Ra[( — t)1] = Ka(t) — A. (3.3)
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1
From the relation (3.3) we remark that / K (t)dt = 0. Now we will calculate the

0
coefficient A from corrected optimal quadrature formulas obtained in previous section.
2

If we consider f(x) = % in (3.1) we find

1 1 1
A=—-—-A — -A,. 34
6 27! 277 34
Using relations (3.3) and (3.4) we construct the following corrected quadrature for-

mula of (2.5), (2.7), respectively (2.9):

[ s = Lo+ 520 (3) + L (35)
o A2 ) o+ RY
where
1
R = [ & or o (36)
0
1152—@t—4 3\[, <t <1
- 8 96 -T2
K1) =
1 . V2 4-3v2 1
S0 = (=) = ==, S <t<1,

[ o= s+ (5)+ 105 FO-FOHRE, 61
0

192
where
R / B2 (3.8)
—tz——t+ , 0 p< 2t
12 2" 16 9 )
Kz (t) =
R AT <t<1
5 16 192" 2 ’
respectively
1 - _
[ s =20 e-var (3)+ S 69
4-3V2 / N
24f (1) = £/ O)] + RE 1,
where

RYf) = / 1 ESN () " (t)at, (3.10)
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1 2—-1 4-3V2

7t2—\[ t— S\f,ogtg1

i3] 2 24 2

KQ (t): \[ \[
1 2-1 4-3V2 1
—(1-1)?%— 1—t)——= —<t<1
2( ) 5 ( ) o1 g <t=1

Denote by C'g[,i] the constant which appear in estimations of the remainder term
of corrected quadrature formulas, namely

=Y < i,

where ¢ = 1,2,3, p = o0, 2, respectively 1, and f € Wﬁ [0,1]. The constants C’Z[,i] can

be calculated in a similar way with the constants C,[f] defined in Remark 2.8. From
the bellow table follows that for p = co and p = 2 the corrected formula improves the
original formula.

NAE 2 3

ol 2253/5 ~ 0.0122 % ~0.0124 37\/2574_52 ~0.0136

il %\/g,%fg ~0.0113 % 57~0.0104 \/3(13;)\/5)3 ~0.0091
ch % #zo.omz& %A«o.omo é\/m_f;ﬁ ~0.0151
cll % ~ 0.0141 % ~ 0.0130 (9—10—%8\/5) ~0.0112
(j‘f] 211(;/5 T0.0366 31%%0.0313 352\/51@.0214

cll <E_§\/§) ~0.0391 | 75 ~0.0365 (ﬂ—gﬂ> ~0.0316

Theorem 3.1. Let f : [0,1] — R be an absolutely continuous function such that " €
L[0,1] and there exist real number m[f], M[f] such that m[f] < f"(t) < MI[f], t €
[0,1]. Then

R [f}‘ < Mm;mm <59\§— 22?:25) ~ 11306 x 10_6'%’ (3.11)
’7%[22] [f]‘ < MIf] Q_m[f] . 11%‘8/25? ~10377 x 10—5%7 (3.12)
| MU VSISO e MU
2 =773 27 - 2 '
If there exist a real number m[f] such that m[f] < f"(t), t € [0,1], then
R < 5 (; - f) ('(1) — 1(0) — m[f])

Q

39139 x 107° (f'(1) — £/(0) — m[f]), (3.14)
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RE| < 40 (7~ 5(0) ~ mif)
~ 36458 x 1075 (f/(1)—f'(0)—ml[f]), (3.15)
R < 2222 - 0 - min)
~ 31557 x 1079 (f/(1) — £/(0) — m[f]). (3.16)
If there exist a real number M|f] such that f"(t) < M|[f], t € [0,1], then
=Y < i(; - f) (MIf] = (£ (1) = £(0))
~ 39139 x 107° [M[f] — (f'(1) — f(0))],
R < o5 MU - (/1) ~ F/(O))]

~ 36458 x 107% [M[f] — (f'(1) — f'(0))],

R0 < S22 - ) - ro)

~ 31557 x 107C [M[f] — (f'(1) — £/(0))].

1
Proof. Since / Ks(t)dt = 0, the remainder term (3.2) can be written in the following
0

o R e

MIf] +mlf]
2

Therefore

[Rals| < |1 - MAZmI i,

H ol <

Calculating the norm of the kernel Ky from the integral representation of the re-
mainder term (3.6), (3.8) and (3.10), respectively, the first part of the theorem is
proved.

To prove the relations (3.14), (3.15) and (3.16) respectively, we consider the
following estimation of remainder term

/Olffz(t)(f”(t)— m)d ’<t2%p1]|f<z I/ F(#) =

= ||| - - s —m.

The last part of the theorem can be proved using the following estimation of remainder

term
%alf]] =

‘ﬁzm‘ =

)dt’< sup |Ko(t |/ M — f"(t)
t€[0,1]

_ HKQHOO (M = (F(1) = £(0))- -
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Let f,g: [a,b] — R be integrable functions on [a, b]. The functional

(7, .—/f dt——/f t—/ (3.17)

is well known in the hterature as the Cebysev functional. It was proved that T'(f, f ) >
0 and the inequality |T(f,9)| < T (f, f) - /T(g,9) holds. Denote by o(f,a,b) =

(f?f)'

Theorem 3.2. Let f : [0,1] — R be an absolutely continuous function such that f" €
Ls[0,1]. Then

% ’< AT V20,1 ~ 10750 (f";0,1 1
RE| <\ 55005 — g o750, 1) = 14089 x 10%0(s"50,1),  (3.18)
5 12] 155 7 -6 "

‘RQ [f])g S - o(£750,1) ~ 12969 x 10Ca (£7;0,1), (3.19)

. 1
’R[;’] [f]‘ < 55 V/320-225V2-0(47;0, 1)~ 11186 x 10~ (f";0,1). (3.20)

Proof. The remainder term of the corrected quadrature formula (3.2) can be written
in such way
1 1 1
= / Ko (t) f" (t)dt = / [KQ(t) — / Kg(t)dt} £ (t)dt

/K 7 dtf/ K>(t)dt - / F(t)dt = T(Ks, f").

From the above relation we obtain
[Ralf]] = 1T, )] < VTR, KT, J7) = 0(Ka30,1) - (50, 1).

Calculating o(K32;0,1) for the kernel defined in (2.6), (2.8) and (2.10), respectively,
the theorem is proved. O

Remark 3.3. The inequalities (3.18) (3.19) and (3.20), respectively, are sharp in the

/ V2 V155 /
that th tant and ——1/320 — 225v/2 tivel
sense that the constants 23040 768" 960 120 320 5v/2 respective v,

cannot be replaced by a smaller ones. To prove that we define the functions

T t X
:/ (/ Ké”(u)du) dt, i=1,2,3. (3.21)
0 0

For the function (3.21) the right-hand side of the inequalities (3.18), (3.19) and (3.20),
respectively are equal with T(KQH,KM)7 i = 1,2, 3, respectively, and the left-hand

side becomes
/ K2 )dt‘

1 ‘ , ,
/ [Ké”(t)— / Ké”()dti ”()dt\ TP KLY, i = 1,23,
0 0
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Remark 3.4. Denote by Z;, i = 1,2,3, the constants which appear in one of the
following types of estimations obtained in Theorem 3.1 and Theorem 3.2, namely

or
RU)| < 2 o(s7;0,1).

Since for every i = 1,2,3 we have Z3 < Zy; < Zp, for the corrected quadrature
formulas, our results are better than Ujevié¢ and Mijié¢’s results obtained in [16].

The corrected quadrature formulas (3.5), (3.7), and (3.9), respectively have de-
gree of exactness 3, which is higher than the original rule, namely for j = 1,3,
RY'e;] = 0 and RY'[es] # 0, where e;(z) = 2%, i = 0,4. Using Peano’s Theorem,
the remainder term can be written

(3.22)

Ralf] = / Ka(t) O (1), mm:m[

where by R4 we denote the new integral representation of the remainder term of these
quadrature formulas.

In the next part of this paper, using relation (3.22), we will give new estimations
of the remainder term in quadrature formulas (3.5), (3.7), and (3.9), respectively.

Theorem 3.5. If f € C*[0,1], then the remainder term of quadrature formula (3.5)has
the integral representation

1
RE] [f] :/0 Kil](t)f(‘l)(t)dt, where

1 _
—? tQ—Qt—L 3v2 ,0§t§1
24 2 8

1 9 s V2 4-3v2\ 1
51—t <(1—t) —2(1—t)—>, S <t<1,
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and the following estimations hold

1 2 1 2
‘RE]U]’ < \//0 (Kz[ll}(t)) dt\//o (f@® )" ar
V23170 — 15645+/2
I -4 £(4)
ST 1F @ |g = 4.008 x 1074 f#) 4,
\ﬁWMS/P@ dt- sup [ fD ()
t€[0,1]
200—171v/2— (90— 68v2) V65— 3v2+2(15—8+2) 43*30\/§||f<4>||
= 11520 =
A~ 2.946 x 1074 [|£ @] o0,
RE| < sw K@) J/ O @)at
t€(0,1]
22 -
= g 1PN~ 76271070 | D).

Theorem 3.6. If f € C*[0,1], then the remainder term of quadrature formula (3.7 )has
the integral representation

1L,(o 3 1 1
— - — — <t < —

) it (t 4t+16), 0<t<c,

n0= 1 3 1 1
—(1-t Q- -S(1-t)+— —<t<1
o >Q -5 >+m)2<_,

and the following estimations hold

21 L) 2 ! 2
‘R” ‘ < /(KJI](t)) dt /(f(4)(t)) dt
0
V2905 -
= Tarag Il ~ 3342 1074 £,
hﬁﬂs/ﬂwﬂjﬁumu“m
te[0,1]

125v/5 — 10
= o | f W0 & 2.394 x 107 || f@)
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’Rf][f]‘ < tg%pl]IK[z] /If(4) )|dt

= T 1@ = 6511074 £ D1,

Theorem 3.7. If f € C*[0,1], then the remainder term of quadrature formula (3.9 )has
the integral representation

1
RL3] [f] :/0 KE](t)f(‘l)(t)dt, where

4—3V2 1
Z_o(vV2-1t - —= <t< -
51t (t (V2 - 1)t 5 ),O_t_2,
K@) =
1 4-3V2\ 1
—(1=-t)? (1=t =2(vV2-1)(1—-1t) - Z<t<1
and the following estimations hold
1 2 1
‘R[?)] ’ < \// (K£3](t)) dt\// ( @ (¢t
0 0
/68530 — 48405+/2
— @), ~ 9 —4| £(4)
10320 £ )|z = 2.148 x 1077 f* |2,
[RE| < / [ f6) e sup 179 9)
te[0,1]
78470 — 55487+/2 — 32(550 — 389v/2)v/10 — 7V2 Tl
- 5760 ' >

~ 1461 x 1074 || fW]| o,

RO < s kP [ 15w
t€01
3—2
_ 3oz £ @1 ~ 4.468 x 107 || D5
384
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