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Abstract. The aim of this paper is to study some class of fractional
stochastic equations from the approach given in [2]. The existence and
uniqueness for equations with deterministic volatility are proved. The
explicit solutions of some important equations are found and the ruin
probability in the asset liability management (ALM) model is investi-
gated as well.
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1. Introduction

The first problem in the study of fractional stochastic equations is how to
define in some sense the fractional stochastic integration. For this, many at-
tempts have been made by various authors. And there are definitions obtained
from some kinds of approximation approach as those of D. Nualart and al.[1],
Tran Hung Thao and Christine Thomas-Agnan [12, 11] and P. Carmona, L.
Coutin and G. Montseny [2, 4]. This paper is based on the results given by
the last mentioned authors.

By definition, a fractional Brownian motion (fBm) WH is a centered
Gaussian process with the covariance function given by

RH(t, s) := E[WH
t WH

s ] =
1
2
(t2H + s2H − |t− s|2H) .

In [2], the authors proved that WH
t can be approximated by semimartingales

WH,ε
t

WH
t =

t∫
0

K(t, s)dBs , t ≥ 0
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WH,ε
t =

t∫
0

K(t + ε, s)dBs ,

where B is a standard Brownian montion and the kernel K(t, s) is given by

K(t, s) = CH

[
tH−

1
2

sH− 1
2
(t− s)H− 1

2 − (H − 1
2
)

t∫
s

uH− 3
2

sH− 1
2

(u− s)H− 1
2 du

]
.

Under suitable conditions on the function f, they proved that the integral
t∫
0

fsdWH,ε
s converges in L2(Ω) as ε → 0 , and then the fractional stochastic

integral
t∫
0

fsdWH
s is defined as a limit of

t∫
0

fsdWH,ε
s .

In this paper we are interested in a class of fractional stochastic differ-
ential equations with deterministic volatility of the following form dXt = a(t, Xt) dt + σ(t) dWH

t

Xt|t=0 = X0 , t ∈ [0, T ] .
(1.1)

The existence and uniqueness of the solution of (1.1) are established via a
study of its corresponding approximation equation.

The organization of the paper is as follows: Section 2 contains some basic
results on the semimartingale approach given in [2, 4]. In Section 3, we prove
the existence, uniqueness and Lipschitzian continuity of the solution of the
approximation equations, one of main results of this paper is formulated in
Theorem 3.5. In Section 4, the explicit solutions for the equation of Ornstein-
Uhlenbeck type and for the fractional stochastic differential equation with
polynomial drift are found. Finally, in Section 5 we study the ruin probability
in the ALM model.

2. Preliminaries

For the sake of convenience, we recall some important results from [2, 4]
which will be the basis of this paper.

Theorem 2.1. For every ε > 0, WH,ε
t is a Ft-semimartingale with the follow-

ing decomposition

WH,ε
t =

t∫
0

K(s + ε, s)dBs +

t∫
0

ϕε
sds, (2.1)

where (Ft, 0 ≤ t ≤ T ) is the natural filtration associated to B or WH and

ϕε
s =

s∫
0

∂1K(s + ε, u)dBu ,
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∂1K(t, s) =
∂K(t, s)

∂t
= CH

tH−
1
2

sH− 1
2
(t− s)H− 3

2 .

Hypothesis (H): Assume that f is an adapted process belonging to the space
D1,2

B

(
L2([0, T ], R, du)

)
and that there exists β fulfilling β + H > 1/2 and

p > 1/H such that

(i) sup
0<s<u<T

E
[
(fu−fs)2+

T∫
0
(DB

r fu−DB
r fs)2dr

]
|u−s|2β is finite,

(ii) sup
0<s<T

fs belongs to Lp(Ω) .

Remark 2.2. The space D1,2
B

(
L2([0, T ], R, du)

)
is defined as follows:

For h ∈ L2([0, T ], R), we denote by B(h) the Wiener integral

B(h) =

T∫
0

h(t)dBt.

Let S denote the dense subset of L2(Ω,F , P ) consisting of those classes of
random variables of the form

F = f(B(h1), ..., B(hn)), (2.2)

where n ∈ N, f ∈ C∞b (Rn, L2([0, T ], R)), h1, ..., hn ∈ L2([0, T ], R). If F has
the form (2.2), we define its derivative as the process DBF := {DB

t F, t ∈
[0, T ]} given by

DB
t F =

n∑
k=1

∂f

∂xk
(B(h1), ..., B(hn))hk(t).

We shall denote by D1,2
B

(
L2([0, T ], R, du)

)
the closure of S with respect to

the norm

‖F‖1,2 :=
[
E|F |2

] 1
2 + E

[ T∫
0

|DB
u F |2du

] 1
2

.

Definition 2.3. For a process f fulfilling Hypothesis (H). The fractional sto-
chastic integral of f with respect to WH is defined by

t∫
0

fs dWH
s =

t∫
0

fsK(t, s) dBs +

t∫
0

t∫
s

(fu − fs) ∂1K(u, s)duδBs

+

t∫
0

du

u∫
0

DB
s fu ∂1K(u, s)ds , (2.3)

where the second integral in the right-hand side is a Skorohod integral (we
refer to [10] for more details about the Skorohod integral).
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Remark 2.4. Suppose that f be an adapted process belonging to the space
D1,2

B

(
L2([0, T ], R, du)

)
, then

t∫
0

fs dWH,ε
s =

t∫
0

fsK(t + ε, s) dBs +

t∫
0

t∫
s

(fu − fs) ∂1K(u + ε, s)duδBs

+

t∫
0

du

u∫
0

DB
s fu ∂1K(u + ε, s)ds

and under the Hypothesis (H),
t∫
0

fs dWH,ε
s →

t∫
0

fs dWH
s in L2(Ω) as ε → 0.

Remark 2.5. If f is a deterministic function such that
t∫

0

f2
s K2(t, s) ds < ∞ ,

then
t∫

0

fs dWH
s =

t∫
0

fsK(t, s) dBs +

t∫
0

t∫
s

(fu − fs) ∂1K(u, s)dudBs.

3. The main result

In this section we study the existence and uniqueness of the solution of (1.1)
by considering its corresponding approximation equation which is defined
immediately below.

Definition 3.1. The stochastic differential equation dXε
t = a(t, Xε

t ) dt + σ(t) dWH,ε
t

Xε
t |t=0 = X0 , t ∈ [0, T ]

(3.1)

is called the approximation equation corresponding to the fractional stochastic
differential equation (1.1).

Noting that (3.1) is a stochastic differential equation driven by a semi-
martingale, the conditions for uniqueness and existence of the solution of it
is well known. For more details, from (2.1) we can rewrite the equation (3.1)
as follows

dXε
t =

(
a(t, Xε

t ) + σ(t)ϕε
t

)
dt + K(t + ε, t)σ(t) dBt . (3.2)

The stochastic process σ(t)ϕε
t is not bounded. However, we can establish the

existence and uniqueness of the solution of equation (3.2) by considering the



FSDE: A semimartingale approach 145

sequence of stopped times

τM = inf{t ∈ [0, T ] :

t∫
0

(ϕε
s)

2ds > M} ∧ T , (3.3)

and consider the sequence of corresponding stopped equations. The existence
and uniqueness of the solution of the stopped equations is well known (see, for
instance, [7, 8]). Then by taking limit when M → ∞, we have the following
theorem

Theorem 3.2. Assume that the functions a : [0, T ]×R −→ R , σ : [0, T ] −→ R
are measurable with respect to all their arguments and the following conditions
hold:
(A1) There exists a constant K > 0 such that for x, y ∈ R and t ∈ [0, T ]

|a(t, x)− a(t, y)| ≤ K|x− y| , |a(t, x)| ≤ K(1 + |x|) . (3.4)

(A2) For all t ∈ [0, T ]
t∫

0

σ2
sK2(t, s) ds < ∞ , (3.5)

(A3) The initial value X0 is square-integrable random variable and it is in-
dependent of W.

Then equation (3.1) has unique solution σ(Ws, 0 ≤ s ≤ t)-adapted Xε
t

on [0, T ]. Moreover, in the case H > 1/2

sup
0≤t≤T

E|Xε
t |2 ≤ C , (3.6)

where C is some positive constant not depending on ε.

Proposition 3.3. Assume that conditions for the existence and uniqueness
of the solutions of both fractional stochastic differential equation (1.1) and
approximation equation (3.1) hold. Then the sequence of solutions of the ap-
proximation equation (3.1) converges in L2(Ω) to the solution of (1.1) as
ε → 0.

Proof. We have

E|Xε
t −Xt|2 ≤ 2E|

t∫
0

a(s,Xε
s ) ds−

t∫
0

a(s,Xs) ds|2

+ 2E|
t∫

0

σ(s) dWH,ε
s −

t∫
0

σ(s) dWH
s |2 (3.7)

According to Remark 2.4 we can see that

E|
t∫

0

σ(s) dWH,ε
s −

t∫
0

σ(s) dWH
s |2 := C(t, ε) → 0 as ε → 0 .
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Now, using the Lipschitz continuity assumption (3.4) we get
t∫

0

E|a(s,Xε
s )− a(s,Xs)|2ds ≤ K2

t∫
0

E|Xε
t −Xt|2ds.

Thus, the conclusion of this proposition is easily achieved by applying Gron-
wall’s lemma. �

Due to the above Proposition, the solution of equation (1.1) can be
considered as the limit in L2(Ω) of the solutions of the equations (3.1), and
so, if this limit exists then the equation (1.1) has an unique solution.

Let ε = 1
n , n ≥ 1, we recall from Remark 2.4 and Remark 2.5 that

t∫
0

σs dW
H, 1

n
s =

t∫
0

σsK(t +
1
n

, s) dBs +

t∫
0

t∫
s

(σu − σs) ∂1K(u +
1
n

, s)dudBs

Let us now consider a sequence of approximation equations dXn
t = a(t, Xn

t ) dt + σ(t) dW
H, 1

n
t

Xn
t |t=0 = X0 , t ∈ [0, T ]

(3.8)

or

Xn
t = X0 +

t∫
0

a(s,Xn
s ) ds +

t∫
0

σsK(t +
1
n

, s) dBs

+

t∫
0

t∫
s

(σu − σs) ∂1K(u +
1
n

, s)dudBs . (3.9)

Theorem 3.4. Let H ∈ ( 1
2 , 1) and the coefficients of equation (3.8) satisfy the

assumptions (A1), (A2), (A3) from Theorem 3.1. Then
I. The solution of (3.8) is Lipschitz continuous in L2(Ω), i.e

E|Xn
t −Xn

s |2 ≤ C|t− s| . (3.10)

II. For every t ∈ [0, T ], the sequence {Xn
t }n≥1 of the solutions of the equations

(3.8) is a fundamental sequence in L2(Ω) .

Proof. I. We consider E|Xn
t+τ −Xn

t |2 for 0 ≤ t ≤ t + τ ≤ T :

E|Xn
t+τ −Xn

t |2 ≤ 3E
( t+τ∫

t

a(s,Xn
s ) ds

)2

+3E

( t+τ∫
0

σ(s)K(t + τ +
1
n

, s) dBs −
t∫

0

σ(s)K(t +
1
n

, s) dBs

)2
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+3E

(
α

t+τ∫
0

t+τ∫
s

[σ(u)− σ(s)]∂1K(u +
1
n

, s)dudBs

−α

t∫
0

t∫
s

[σ(u)− σ(s)]∂1K(u +
1
n

, s)dudBs

)2

:= 3I1 + 3I2 + 3I3.

First, it follows from (3.4), (3.6) that

I1 ≤ K2

t+τ∫
t

E(1 + Xn
s )2 ds ≤ 2K2(1 + C)τ . (3.11)

Next, we can estimate I2 as

I2 ≤ 2E

( t∫
0

σ(s)[K(t + τ +
1
n

, s)−K(t +
1
n

, s)] dBs

)2

+ 2E

( t+τ∫
t

σ(s)K(t + τ +
1
n

, s) dBs

)2

(3.12)

= 2

t∫
0

σ2(s)[K(t + τ +
1
n

, s)−K(t +
1
n

, s)]2 ds

+ 2

t+τ∫
t

σ2(s)K2(t + τ +
1
n

, s) ds

≤ 2‖σ‖2∞E|WH
t+τ+ 1

n
−WH

t+ 1
n
|2 + 2

t+τ∫
t

σ2(s)K2(t + τ +
1
n

, s) ds

= 2‖σ‖2∞τ2H + 2

t+τ∫
t

σ2(s)K2(t + τ +
1
n

, s) ds ≤ C1τ

where ‖σ‖∞ = sup
0≤s≤T

|σ(s)| , C1 is a positive finite constant depending on σ.

Similarly, for I3 we have

I3 ≤ 2E

( t∫
0

t+τ∫
t

[σ(u)− σ(s)]∂1K(u +
1
n

, s)dudBs

)2

+

+2E

( t+τ∫
t

t+τ∫
s

[σ(u)− σ(s)]∂1K(u +
1
n

, s)dudBs

)2
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= 2

t∫
0

( t+τ∫
t

[σ(u)− σ(s)]∂1K(u +
1
n

, s)du

)2

ds

+2

t+τ∫
t

( t+τ∫
s

[σ(u)− σ(s)]∂1K(u +
1
n

, s)du

)2

ds

≤ 8‖σ‖2∞

t∫
0

[K(t + τ +
1
n

, s)−K(t +
1
n

, s)]2ds

+8‖σ‖2∞

t+τ∫
t

[K(t + τ +
1
n

, s)−K(s +
1
n

, s)]2ds

= 8‖σ‖2∞τ2H + 8‖σ‖2∞

t+τ∫
t

[K(t + τ +
1
n

, s)−K(s +
1
n

, s)]2ds .

Hence,

I3 ≤ C2τ . (3.13)

Finally, (3.10) follows from the inequalities (3.11)-(3.13).
II. We now are ready to prove the rest of the theorem. Consider E|Xn

t −Xm
t |2 :

E|Xn
t −Xm

t |2 ≤ 3

t∫
0

E[a(s,Xn
s )− a(s,Xm

s )]2 ds

+ 3E

( t∫
0

[σ(s)K(t +
1
n

, s)− σ(s)K(t +
1
m

, s)] dBs

)2

+ 3E

( t∫
0

t∫
s

{
[σ(u)− σ(s)]∂1K(u +

1
n

, s)

− [σ(u)− σ(s)]∂1K(u +
1
m

, s)
}
dudBs

)2

:= 3(J1 + J2 + J3) . (3.14)

J1 ≤ K2

t∫
0

E|Xn
s −Xm

s |2ds . (3.15)
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J2 =

t∫
0

[σ(s)K(t +
1
n

, s)− σ(s)K(t +
1
m

, s)]2 ds

≤ ‖σ‖2∞

T∫
0

[K(t +
1
n

, s)−K(t +
1
m

, s)]2 ds

= ‖σ‖2∞
{
R(t +

1
n

, t +
1
n

) + R(t +
1
m

, t +
1
m

)− 2R(t +
1
n

, t +
1
m

)
}

≤ C3|
1
n
− 1

m
|2H−1 := c1(m,n), (3.16)

where C3 is a finite positive constant depending on σ, and R(t, s) = 1
2 (t2H +

s2H − |t− s|2H) is the covariance function of the fBm WH . We have

J3 =

t∫
0

( t∫
s

[σ(u)− σ(s)][∂1K(u +
1
n

, s)− ∂1K(u +
1
m

, s)]du

)2

ds

(3.17)

≤ 8‖σ‖2∞
t∫
0

(
K(t + 1

n , s)−K(t + 1
m , s)

)2

ds

+ 8‖σ‖2∞

t∫
0

(
K(s +

1
n

, s)−K(s +
1
m

, s)
)2

ds ≤ 16c1(m,n).

Put g(t) = E|Xn
t −Xm

t |2, then combining (3.14)-(3.17) yields

g(t) ≤ 3K2

t∫
0

g(s)ds + c(m,n) , (3.18)

where c(m,n) = 3(c1(m,n) + 16c1(m,n)) → 0 as m →∞, n →∞ .

From (3.18) and by applying Gronwall’s lemma we get

g(t) ≤ c(m,n) e3K2t ,

or

E|Xn
t −Xm

t |2 ≤ c(m,n) e3K2t .

And, as a consequence, the solutions {Xn
t , 0 ≤ t ≤ T}n≥1 of equations (3.8)

form a fundamental sequence in L2(Ω) . �

Now we can state the following theorem
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Theorem 3.5. Suppose that H ∈ ( 1
2 , 1). Consider the fractional stochastic

differential equation  dXt = a(t, Xt) dt + σ(t) dBt

Xt|t=0 = X0 , t ∈ [0, T ],
(3.19)

where σ(t) is a deterministic function. If the coefficients a(t, x) , σ(t) satisfy
the assumptions (A1), (A2) from Theorem 3.1, then (3.19) has a unique
solution. Moreover, this solution is Lipschitz continuous in L2(Ω), i.e

E|Xt −Xs|2 ≤ C|t− s| .

Remark 3.6. If a(t, x) is Lipschitzian with respect to x and under assump-
tion (A2) then the existence of the solution (3.19) can be proved by applying
the fixed point theorem in some Banach space after constructing an appropri-
ate contraction operator in this space. For the uniqueness, it suffices to use
Gronwall’s lemma.

4. Explicit solution for some important classes of stochastic
differential equations

From practical point of view, it is important to find the explicit expression
for the solution of each specific model. In the rest of this paper, we will see
that the semimatingale approach has more advantages for this.
4.1. The Ornstein-Uhlenbeck type equations

The fractional Ornstein-Uhlenbeck processes are studied in [3]. Let us
use semimartingale approach to find the solution for a class of Ornstein-
Uhlenbeck type equations of following form: dXt = (α(t)Xt + β(t)) dt + σ(t) dWH

t

Xt|t=0 = X0 , t ∈ [0, T ],
(4.1)

where α(t), β(t), σ(t) are deterministic functions.
The approximation equation corresponding to (4.1) is dXε

t = (α(t)Xε
t + β(t)) dt + σ(t) dWH,ε

t , ε > 0

Xε
t |t=0 = X0 , t ∈ [0, T ]

or equivalently, dXε
t = (α(t)Xε

t + β(t) + σ(t)ϕε
t ) dt + K(t + ε, t)σ(t) dBt

Xε
t |t=0 = X0 , t ∈ [0, T ] .

(4.2)
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This is a semilinear stochastic differential equation.Therefore, its solution is
given by

Xε(t) = e

t∫
0

α(u)du
(

X0 +

t∫
0

β(s) e
−

s∫
0

α(u)du
ds +

t∫
0

σ(s)ϕε
s e
−

s∫
0

α(u)du
ds

+

t∫
0

K(s + ε, s)σ(s) e
−

s∫
0

α(u)du
dBs

)
.

Using (2.1) we can rewrite the solution Xε(t) into the following form

Xε(t) = e

t∫
0

α(u)du
(

X0 +

t∫
0

β(s) e
−

s∫
0

α(u)du
ds

+

t∫
0

σ(s) e
−

s∫
0

α(u)du
dWH,ε

s

)
. (4.3)

By taking limit when ε → 0 we get the following theorem.

Theorem 4.1. Suppose that X0 is a square-integrable random variable inde-
pendent of WH . Then the solution of (4.1) is unique and given by

Xt = e

t∫
0

α(u)du(
X0 +

t∫
0

β(s)e
−

s∫
0

α(u)du
ds + σ

t∫
0

e
−

s∫
0

α(u)du
dWH

t

)
.

4.2. Fractional stochastic differential equations with polynomial drift
Let us consider the fractional stochastic differential equation in a com-

plete probability space (Ω,F , P ) dXt =
(
aXn

t + b Xt

)
dt + cXt dWH

t

Xt|t=0 = X0.
(4.4)

The initial value X0 is a measurable random variable independent of
{Bt : 0 ≤ t ≤ T}.

This equation is a generalization of many important equations such
as the Black-Sholes model in mathematical finance (a = 0), the Ginzburg-
Landau equation in the theoretical physics (n = 3), the Verlhust equation in
population study (n = 2).

We consider now a corresponding approximation equation with the same
initial condition Xε

t |t=0 = X0

dXε
t =

(
a (Xε

t )n + b Xε
t

)
dt + cXε

t dWH,ε
t , ε > 0. (4.5)

Using (2.1) again we get

dXε
t =

(
a (Xε

t )n + b Xε
t + cϕε

t Xε
t

)
dt + cXε

t dBt . (4.6)
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In order to find the explicit expression for the solution of the equation (4.5)
we will carry out several steps.

Step 1. Put Y ε
t = e−Ut , Ut =

t∫
0

cK(s + ε, s)ds . According to the Itô formula

we have:

dY ε
t =

1
2
Y ε

t c2K2(t + ε, t)dt− Y ε
t cK(t + ε, t)dBt . (4.7)

Step 2. We consider Zε
t = Xε

t Y ε
t and then the integration-by-part formula

gives us

dZε
t = Xε

t dY ε
t + Y ε

t dXε
t − d[Xε, Y ε]t

or

dZε
t =

{[
−1

2
c2K2(t+ε, t)+b+cϕε

t

]
Zε

t +a e
(n−1)

t∫
0

cK(s+ε,s)ds
(Zε

t )n

}
dt . (4.8)

For every fixed ω ∈ Ω, the equation (4.8) is an ordinary Bernoulli equation
of the form:

(Zε
t )′ = P (t)(Zε

t )n + Q(t)Zε
t

and the solution Zε
t is given by

Zε
t = e

t∫
0

Q(u)du
(

Z1−n
0 +

t∫
0

(1− n)P (s)e
(n−1)

s∫
0

Q(u)du
ds

) 1
1−n

where P (t) = a e
(n−1)

t∫
0

cK(s+ε,s)ds
, Q(t) = − 1

2c2K2(t + ε, t) + b + cϕε
t , the

initial condition Zε
0 = Xε

0Y ε
0 = X0 .

Finally, the solution Xε
t = Zε

t

Y ε
t

of the equation (4.5) is given by

Xε
t = e

bt− 1
2

t∫
0

c2K2(s+ε,s)ds+c W H,ε
t

×
(

X1−n
0 + (1− n)a

t∫
0

e
(n−1)

(
bs− 1

2

s∫
0

c2K2(u+ε,u)du+c W H,ε
s

)
ds

) 1
1−n

. (4.9)

Noting that the solution of (4.4) is a limit in L2(Ω) of the solution of
(4.5). Hence, by taking limit when ε → 0 we get the following theorem.

Theorem 4.2. Suppose that X0 is a random variable independent of WH such
that E[X2

0 ] < ∞.Then the solution of (4.4) exists and is unique and given by

Xt = ebt+c W H
t

(
X1−n

0 + (1− n)a

t∫
0

e(n−1) (bs+c W H
s )ds

) 1
1−n

.



FSDE: A semimartingale approach 153

5. The ruin probability in the Asset Liability Management
model

In this section, we consider the asset Xt and the liability Yt satisfing the
following stochastic differential equations

dXt = µ1Xtdt + σ1XtdW
(1)
t ,

dYt = µ2Ytdt + σ2YtdW
(2)
t ,

X|t=0 = X0 , Y |t=0 = Y0 < X0,

(5.1)

where µ1, µ2, σ1, σ2 are non-negative parameters,

W
(1)
t =

t∫
0

K(t, s)dB
(1)
t ,W

(2)
t =

t∫
0

K(t, s)dB
(2)
t are two fractional Brownian

motions with correlation coefficient |ρ| ≤ 1.
It follows from Theorem 4.2 that

Xt = X0e
µ1t+σ1W

(1)
t , Yt = Y0e

µ2t+σ2W
(2)
t

and
Xt

Yt
=

X0

Y0
exp

(
(µ1 − µ2)t + σ1W

(1)
t − σ2W

(2)
t

)
.

Noting that B(1) , B(2) have correlation coefficient ρ, because W (1),W (2) have
correlation coefficient ρ. Hence

σ2B
(2)
t − σ1B

(1)
t

is equivalent in distribution to the process σBt, where Bt is a standard Brow-
nian motion and

σ =
√

σ2
1 + σ2

2 − 2ρσ1σ2 (5.2)

We obtain

σ1W
(1)
t − σ2W

(2)
t =

t∫
0

K(t, s)d(σ1B
(1)
s − σ2B

(2)
s )

= −σ

t∫
0

K(t, s)dBs =: −σWH
t

and
Xt

Yt
=

X0

Y0
exp(µt− σWH

t ) , (5.3)

where µ = µ1 − µ2 , WH
t is a fractional Brownian motion with index H .

We now can study the lifetime τ of a bank or of an insurance company
that is naturally defined as the first value of t such that Xt < Yt :

τ = inf{t : ln
Xt

Yt
< 0} .

and the ruin probability on a finite time horizon [0, t] is defined as

ϕ(X0, Y0, t) := P (τ < t) = P (ln
Xs

Ys
< 0 for some s < t),
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and on an infinite time horizon,

ϕ(X0, Y0) := lim
t→∞

ϕ(X0, Y0, t).

By the relation (5.3) we obtain

ϕ(X0, Y0) = P (ln
Xt

Yt
< 0 for some t ≥ 0)

= P (−µt + σWH
t > u for some t ≥ 0)

= P
(
sup
t≥0

(−µt + σWH
t ) > u

)
,

where u = ln X0
Y0

. In order to estimate ϕ(X0, Y0) we use the following result
of Dȩbicki [5, Corollary 4.1]:

Proposition 5.1. For 1
2 ≤ H ≤ 1

lim
u→∞

1
u2−2H

lnP
(
A(WH , c) > u

)
= −h (5.4)

where A(WH , c) = sup{WH
t − ct : t ≥ 0} and

h =
1
2
(

c

H
)2H

( 1
1−H

)2−2H
.

Now we can state the following theorem

Theorem 5.2. If µ1 ≥ µ2, then the ruin probability for the ALM model (5.1)
satisfies the following relation:

lim
u→∞

lnϕ(X0, Y0)
u2−2H

= − µ2H

2H2σ2

( H

1−H

)2−2H
, (5.5)

where µ = µ1 − µ2 , σ =
√

σ2
1 + σ2

2 − 2ρσ1σ2 and u = ln X0
Y0

.

Proof. We have

ϕ(X0, Y0) = P
(
sup
t≥0

(WH
t − µ

σ
t) >

u

σ

)
from Proposition 5.1. The theorem is completed. �
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[1] Alòs, E., Mazet, O., Nualart, D., Stochastic calculus with respect to fractional
Brownian motion with Hurst parameter less than 1

2
, Stochastic Processes and

their Applications, 86(2000), no. 1, 121-139.

[2] Carmona, P., Coutin, L., Montseny, G., Stochastic integration with respect
to fractional Brownian motion, Ann. Inst. H. Poincaré Probab. Statist.,
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