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VARIATIONAL-HEMIVARIATIONAL INEQUALITIES
ON UNBOUNDED DOMAINS

ALEXANDRU KRISTÁLY AND CSABA VARGA

Abstract. This paper is a survey about hemivariational and variational-

hemivariational inequalities defined on unbounded domains motivated by

certain non-smooth phenomena appearing in Mathematical Physics. The

paper contains various results obtained by the authors in the last few years.

It is divided into six sections: the first section is a short introduction; in

the second section we present some critical points results for locally Lips-

chitz functions; the third section is dedicated to Motreanu-Panagiotopoulos

functionals; in the fourth section we provide some existence results for

hemivariational inequalities; in the fifth section we give a multiplicity result

for a special class of hemivariational inequalities; and in the last section we

give some applications to hemivariational and variational-hemivariational

inequalities.

1. Introduction

The study of variational inequalities began in the sixties with the pioneering
work of Lions and Stampacchia [35]. The connection of this theory with the notion of
the subdifferential of a convex function was achieved by Moreau [43], who introduced
the notion of convex superpotentials which permitted the formulation and study in
the weak form of a wide ranging class of complicated problems in Mechanics and
Engineering (see Duvaut and Lions [12]). All the inequality problems studied in that
period were related to convex energy functions and therefore were linked with the no-
tion of monotonicity. Motivated by some problems from mechanics, Panagiotopoulos
introduced in [50, 51] the notion of nonconvex superpotential by using the generalized
gradient of Clarke. Due to the lack of convexity, new types of variational expressions

Received by the editors: 01.02.2010.

2000 Mathematics Subject Classification. 35J55, 49J40.

Key words and phrases. unbounded domains, hemivariational inequalities, principle of symmetric

criticality.

This paper was supported by PN II IDEI 2162/2008 of CNCSIS. A. Kristály was also supported by the
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were obtained; these are the so-called Hemivariational Inequalities. The hemivari-
ational inequalities appears as a generalization of the variational inequalities, but
actually they are much more general than these ones, because they are not equivalent
to minimum problems. They are no longer connected with monotonicity, but since
the main ingredient of their study is based on the notion of Clarke subdifferential of a
locally Lipschitz funtion, the theory of hemivariational inequalities appears as a new
field of Non-smooth Analysis. For a comprehensive treatment of the hemivariational
inequality problems we refer to the monographs Naniewicz and Panagiotopoulos [48]
(based on pseudomonotonicity), Motreanu and Panagiotopoulos [46], Motreanu and
Rădulescu [47] (based on compactness arguments). In the above works (and in refer-
ences therein) there are studied elliptic problems on bounded domains.

In this paper we treat hemivariational and variational-hemivariational in-
equalities problems on unbounded domains based on the authors’ results in the last
few years. Note that in the unbounded case the problem is more delicate, due to
the lack of compactness in the Sobolev embeddings. First, some old and new results
are recalled from critical points theory for locally Lipschitz functions and Motreanu-
Panagiotopoulos functionals see [9], [44], [45], [33], [28], [38], [46], [47], [29] with
applications to hemivariational and variational-hemivariational inequalities, see [66],
[11], [28], [36], [30], [31], [27], [29]. Then, we present for locally Lipschitz functions the
Mountain Pass Theorem (MPT) of ”zero altitude”, the version of MPT which satisfies
the Cerami condition, and a version of the three critical points theorem of Ricceri [58].
In the third section we present some critical points results as well as the principle of
symmetric criticality for Motreanu-Panagiotopoulos functionals. In the fourth section
we give some existence results for a general class of hemivariational inequalities. In
section five we prove a multiplicity result for a particular class of hemivariational
inequalities while the last section is dedicated to various applications.

2. Critical points results for locally Lipschitz functions

In this section we present some critical points results for locally Lipschitz
functions. These results appear in the papers of Motreanu, Varga [44], [45], Kristály,
Motreanu and Varga [33] and Kristály, Marzantowicz and Varga [28].

2.1. Elements of nonsmooth analysis. Let (X, ‖ · ‖) a real Banach space and
U ⊂ X an open subset. We denote by 〈·, ·〉 the duality mapping between X? and X.

Definition 2.1. A function f : X → R is locally Lipschitz if, for every x ∈ X,
there exist a neighborhood U of x and a constant L > 0 such that

|f(y)− f(z)| ≤ L‖y − z‖ for all y, z ∈ U.
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Although it is not necessarily differentiable in the classical sense, a locally
Lipschitz function admits a derivative, defined as follows:

Definition 2.2. The generalized directional derivative of f at the point x ∈ X
in the direction y ∈ X is

f◦(x; y) = lim sup
z→x, τ→0+

f(z + τy)− f(z)
τ

.

The generalized gradient of f at x ∈ X is the set

∂f(x) = {x? ∈ X? : 〈x?, y〉 ≤ f◦(x; y) for all y ∈ X}.

For all x ∈ X, the functional f◦(x, ·) is subadditive and positively homo-
geneous: thus, due to the Hahn-Banach theorem, the set ∂f(x) is nonempty. The
next Lemma resumes the main properties of the generalized derivatives, which will
be useful in the sequel:

Lemma 2.3. Let f, g : X → R be locally Lipschitz functions. Then,

(f1) f◦(x; y) = max{〈ξ, y〉 : ξ ∈ ∂f(x)};
(f2) (f + g)◦(x; y) ≤ f◦(x; y) + g◦(x; y);
(f3) (−f)◦(x; y) = f◦(x;−y).
(f4) The function (x, y) 7→ Φ◦(x; y) is upper semicontinuous.

This notion extends both that of Gâteux derivative, and that of directional
derivative for convex functionals. In particular:

Lemma 2.4. Let f : X → R be a convex, continuous, Gâteaux differentiable func-
tional. Then, f is locally Lipschitz and

〈f ′(x), y〉 = f◦(x; y) for all x, y ∈ X.

The next definition generalizes the notion of critical point to the non-smooth
context:

Proposition 2.5. The function λf (u) = inf
w∈∂f(u)

||w||X? is well defined and is lower

semicontinuous, i.e. lim inf
u→u0

λf (u) ≥ λf (u0).

Definition 2.6. Let f : X → R be a locally Lipschitz function. We say that u ∈ X
is a critical point (in the sense of Chang) of f , if λf (u) = 0, which is equivalent with
the fact that 0 ∈ ∂f(u).

Remark 2.7. A point u ∈ X is critical point of f if f◦(x; y) ≥ 0 for all y ∈ X.

Remark 2.8. Note that every local extremum of f is a critical point of f in the sense
above.
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Throughout in this paper we use the following notations for the locally Lip-
schitz function f : X → R and a number c ∈ R:

fc = {u ∈ X : f(u) ≤ c};

fc = {u ∈ X : f(u) ≥ c};

Kc = {u ∈ X : λf (u) = 0, f(u) = c};

(Kc)δ = {u ∈ X : d(u,Kc) < δ};

(Kc)c
δ = X \ (Kc)δ.

In the sequel we introduce the notion of Palais-Smale condition.

Definition 2.9. We say that the locally Lipschitz function f : X → R satisfies the
Palais-Smale condition at the level c (shortly, (PS)c), if every sequence {xn} ⊂ X

with f(xn) → c, and λf (xn) → 0 when n→∞, contains a convergent subsequence in
X. If we replace the condition f(xn) → c with {f(xn)} is bounded we say that the
function f satisfies the (PS) condition.

Remark 2.10. The (PS) condition has the following equivalent formulation: The
function h satisfies the Palais-Smale condition, if every sequence {xn} in X such that

(PS1): {f(xn)} bounded;
(PS2): there exists a sequence {εn} in ]0,+∞[ with εn → 0 such that
f◦(xn; y − xn) + εn‖y − xn‖ ≥ 0 for all y ∈ X, n ∈ N

admits a convergent subsequence.

The following variant of Palais-Smale condition is an extension to the locally
Lipschitz case of the one introduced by Ghoussoub and Preiss [20]. We consider a
locally Lipschitz function f : X → R, a real number c ∈ R and a subset B ⊂ X.

Definition 2.11. We say that the locally Lipschitz function f satisfies the Palais-
Smale condition around B at level c (shortly, (PS)B,c), if every sequence {xn} ⊂ X

with f(xn) → c, dist(xn, B) → 0 and λf (xn) → 0 when n→∞, contains a convergent
subsequence in X.

In particular, we put (PS)c = (PS)X,c and simply (PS) if (PS)c holds for
every c ∈ R.

For a fixed B ⊆ X and a fixed number δ > 0, we denote the closed δ-
neighborhood of B by Nδ(B), that is,

Nδ(B) = {x ∈ X : dist(x,B) ≤ δ}.
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Definition 2.12. A generalized normalized pseudo-gradient vector field of the locally
Lipschitz f : X → R with respect to a subset B ⊂ X and a number c ∈ R is a locally
Lipschitz mapping v : Nδ(B) ∩ f−1[c − δ, c + δ] → X with some δ > 0, such that
||v(x)|| ≤ 1 and

〈y∗, v(x)〉 > 1
2

inf
x∈domv

λf (x) > 0

for all y∗ ∈ ∂f(x) and x ∈ domv := Nδ(B) ∩ f−1[c− δ, c+ δ].

The existence of a generalized normalized pseudo-gradient vector field in the
sense of Definition 2.12 is given by the result below. For the proof, see Motreanu-
Varga [45].

Lemma 2.13. (Motreanu-Varga [45]) Let f : X → R be a locally Lipschitz function,
c ∈ R and a closed subset B of X, such that (PS)B,c is satisfied together with B ∩
Kc(f) = ∅ and B ⊂ fc. Then there exists δ > 0 and a generalized normalized
pseudo-gradient vector field v : Nδ(B) ∩ f−1[c− δ, c+ δ] → X of f with respect to B
and c.

The following deformation result has been proved by Motreanu and Varga [45].

Theorem 2.14. (Motreanu-Varga [45]) Let f : X → R be a locally Lipschitz func-
tional, c ∈ R and a closed subset B of X provided on has (PS)B,c, B ∩ Kc(f) =
∅ and B ⊂ fc. Let v be a generalized normalized pseudo-gradient vector field of f with
respect to B and c. Then for every ε > 0 there exist an ε ∈ (0, ε) and a number δ < c

such that for each closed subset A of X with A ∩B = ∅ and A ⊂ fc−εA
, where

εA := min(ε, εd(A,B)), (2.1)

and d(A,B) := inf{‖x − y‖ : x ∈ A, y ∈ B}, there is a continuous mapping ηA :
R×X → X with the properties below

(i) ηA(·, x) is the solution of the vector field VA = −ϕAv with the initial
condition x ∈ X for some locally Lipschitz function ϕA : X → [0, 1] whose
support is contained in the set (X \A);

(ii) ηA(t, x) = x for all t ∈ R and x ∈ A ∪ fc−ε ∪ fc+ε;
(iii) for every δ ≤ d ≤ c one has ηA(1, B ∩ fd) ⊂ fd−ε.

Proof. Let us note that the existence of a normalized generalized pseudo-gradient
vector field v : N3δ1(B) ∩ f−1[c − 3ε1, c + 3ε1] → X of f with respect to B and c

is assured by Lemma 2.13, for some constants δ1 > 0 and ε1 > 0. Consequently, a
constant, σ1 > 0 can be found such that

〈y∗, v(x)〉 > 1
2
σ1, ∀y∗ ∈ ∂f(x), x ∈ N3δ1(B) ∩ fc−3ε1 ∩ fc+3ε1 . (2.2)
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We claim that the result of Theorem 2.14 holds for every ε > 0 with

ε < min{ε, ε1,
1
2
σ1,

1
2
σ1δ1}. (2.3)

In order to check the claim in (2.3) let us fix two locally Lipschitz functions ϕ, ψ :
X → [0, 1] satisfying

ϕ = 1 on Nδ1(B) ∩ fc+ε1 ∩ fc−ε1 ;

ϕ = 0 on X \ (N2δ1(B) ∩ fc+2ε1 ∩ fc−2ε1);

ψ = 0 on fc−ε ∪ fc+ε;

ψ = 1 on fc+ε0 ∩ fc−ε0 ,

for some ε0 with
ε < ε0 < min(ε, ε1). (2.4)

Then we are able to construct the locally Lipschitz vector field V : X → X

by setting

V (x) =

{
−δ1ϕ(x)ψ(x)v(x), ∀x ∈ N3δ1(B) ∩ fc−3ε1 ∩ fc+3ε1 ,

0, otherwise.
(2.5)

Using (2.5) we see that the vector field V is locally Lipschitz and bounded, namely

‖V (x)‖ ≤ δ1, x ∈ X. (2.6)

From (2.2), (2.5) and (2.6) we derive

−〈y∗, V (x)〉 = δ1〈y∗, v(x)〉 ≥
1
2
δ1σ1, ∀x ∈ Nδ1(B)∩fc−ε0∩fc+ε0 , y∗ ∈ ∂f(x). (2.7)

In view of (2.6) we may consider the global flow γ : R×X → X of V defined
by (2.5), i.e.

dγ

dt
(t, x) = V (γ(t, x)), ∀(t, x) ∈ R×X,

γ(0, x) = x, ∀x ∈ X.

In the next we set
B1 := γ([0, 1])×B). (2.8)

We notice that B1 in (2.8) is a closed subset of X. To see this let yn =
γ(tn, xn) ∈ B1 be a sequence with tn ∈ [0, 1], xn ∈ B and yn → y in X. Passing to a
subsequence we can suppose that tn → t ∈ [0, 1] in R. Putting un = γ(t, xn) we get

‖un − yn‖ = ‖γ(t, xn)− γ(tn, xn)‖ = ‖
∫ t

tn

d

dt
γ(τ, xn)dτ‖ ≤ δ1|tn − t|,

where (2.6) has been used. Since un → y in X, it turns out that xn → γ(−t, y) ∈ B.
Finally, we obtain y = γ(t, γ(−t, y)) ∈ B1 which establishes the closedness of B1.
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The next step is to justify that f(γ(t, x)) is a decreasing function of t ∈ R, for
each x ∈ X. Toward this, by applying Lebourg’s mean value theorem and the chain
rule for generalized gradients we infer for arbitrary real numbers t > t0 the following
inclusions

f(t, x)− f(t0, x) ∈ ∂t(f(γ(t, x)))
∣∣∣
t=τ

⊂ ∂f(γ(τ, x))
dγ

dt
(τ, x)(t− t0) = ∂f(γ(τ, x))V (γ(τ, x))(t− t0)

with some τ ∈ (t0, t), where the notation ∂t stands for the generalized gradient with
respect to t. By (2.2) and (2.5) we derive that f(t, x) ≤ f(t0, x). Now we prove the
relation

A ∩B1 = ∅. (2.9)

To check (2.9), we admit by contradiction that there exist x0 ∈ B and t0 ∈
[0, 1] provided γ(t0, x0) ∈ A. Since A and B are disjoint we have necesarilly that
t0 > 0.

From the relations A ⊂ fc−εA
and B ⊂ fc we deduce

c− εA ≤ f(γ(t0, x0)) ≤ f(γ(t, x0)) ≤ f(x0) ≤ c, ∀t ∈ [0, t0]. (2.10)

It turns out that

γ(t, x0) ∈ Nδ1(B) ∩ fc ∩ fc−εA
, ∀t ∈ [0, t0].

On the other hand from (2.6) we infer the estimate

d(A,B) ≤ ‖γ(t0, x0)− x0‖ = ‖
∫ t0

0

V (γ(s, x0))ds‖ ≤ δ1t0.

If we denote h(t) = f(γ(t, x0)), then h is a locally Lipschitz function, and (2.5), (2.7)
allow to write

h′(s) ≤ max{〈y∗, dγ
ds

(s, x)〉 : y∗ ∈ ∂f(γ(s, x))}

= max{〈y∗, V (γ(s, x))〉 : y∗ ∈ ∂f(γ(s, x))} ≤ −1
2
δ1σ1

for a.e. s ∈ [0, t0]. Therefore, by virtue of (2.3), we have the following estimate

f(γ(t0, x0))− f(x0) = h(t0)− h(0) =
∫ t0

0

h′(s)ds ≤

−1
2
δ1σ1t0 < −δ1εt0 ≤ −εd(A,B) ≤ −εA. (2.11)

The contradiction between (2.10) and (2.11) shows that the property (2.9) is actually
true. Taking into account (2.9) there is a locally Lipschitz function ψA : X → R
veryfying ψA = 0 on a neighborhood of A and ψA = 1 on B1. Then we define the
homotopy ηA : R×X → X as being the global flow of the vector field VA = ψAV . The
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assertion (i) is clear from the construction of ηA because one can take ϕA = −δ1ψAϕψ.
Assertion (ii) follows easily because VA = 0 on A ∪ fc−ε ∪ fc+ε. We show that (iii) is
valid for δ = c+ ε− ε0 with ε described in (2.3) and ε0 in (2.4). To this end we argue
by contradiction. Suppose that for some d ∈ [δ, c] there exists x ∈ B ∩ fd such that

f(ηA(1, x)) > d− ε. (2.12)

Using the fact that ψA = 1 on B1 we deduce

ηA(t, x) = γ(t, x) ∈ Nδ1(B) ∩ fd ∩ fd−ε, ∀t ∈ [0, 1].

Then a reasoning similar to the one in (2.11) can be carried out to write

f(ηA(1, x))− f(x) ≤ −1
2
δ1σ1 < −ε.

This contradicts the relation (2.12) because f(x) ≤ d. The proof of the assertion (iii)
is complete. �

In this section we present a general minimax principle for locally Lipschitz
functions. This result appears in the paper of Motreanu and Varga [45].

Theorem 2.15. (Motreanu-Varga [45]) Let f : X → R be a locally Lipschitz func-
tional and B ⊆ X a closed set such that c := inf

B
f > −∞ and f satisfies (PS)B,c.

Let M be a nonempty family of subsets M of X such that

c = inf
M∈M

sup
x∈M

f(x). (2.13)

Assume that for a generalized normalized pseudo-gradient vector field v̂ of f
with respect to B and c the following hypothesis holds

(H) for each set M ∈ M and each number ε > 0 with f |M < c + ε there exists a
closed subset A of X with f |A ≤ c+ εA (see (2.1)), and A∩B = ∅ such that for each
locally Lipschitz function ϕA : X → [0, 1] with supp ϕA ⊂ (X \A)∩ supp v̂ the global
flow ξA of ϕAv̂ satisfies ξA(1,M) ∩B 6= ∅.

Then the assertions below are true

(i) c = inf
B
f is attained;

(ii) Kc(f) \A 6= ∅ for each set A entering (H);
(iii) Kc(f) ∩B 6= ∅.

Proof. The assertions (i) and (ii) are direct consequences of the property (iii). The
proof of (iii) is achieved arguing by contradiction. Accordingly, we supposeK−c(−f)∩
B = ∅. By hypothesis we know that B ⊂ (−f)−c, so Theorem 2.14 can be applied for
−f and −c (in place of f and c, respectively). Thus Theorem 2.14 yields an ε > 0 with
the properties there stated. Then from the minimax description of c, by means of M,
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we obtain the existence of a set M ∈M satisfying f |M < c+ ε. Corresponding to M ,
assumption (H) allows to find a closed set A ⊂ X \B which satisfies A ⊂ (−f)−c−εA

and the linking property formulated in (H). Theorem 2.14 gives rise to the deformation
ηA ∈ C(R×X,X) which verifies ηA(1, B ∩ (−f)−c) ⊂ (−f)−c−ε. This reads as

ηA(1, B) ⊂ fc+ε. (2.14)

By Theorem 2.14 and assumption (H) it is seen that

ξA(t, x) = ηA(−t, x), (2.15)

for all (t, x) ∈ R×X. As shown in (H) one has the intersection property

ξ(1,M) ∩B 6= ∅.

Combining with (2.15) it turns out

ηA(1, B) ∩M 6= ∅.

Taking into account (2.13) we obtain the existence of some point x0 ∈M with f(x0) ≥
c+ ε. This contradicts the choice of the set M . �

Corollary 2.16. (Motreanu-Varga [45]) Let f : X → R be a locally Lipschitz func-
tional satisfying (PS) and let a family M of subsets M of X be such that c defined
by (2.13) is a real number. Assume that the hypothesis below holds

(H’) for each M ∈ M there exists a closed set A in X with f |A < c such that for
every homeomorphism h of X with h|A = idA one has h(M) ∩ fc 6= ∅.

Then c in (2.13) is a critical value of f and Kc(f) ∩A = ∅ for every A in (H’).

Proof. We consider the global flow ξA (see (2.14)) and we apply Theorem 2.15 with
B = fc. It is clear that (H’) implies (H) because A ⊂ M \ B and ξA(1, ·) is a
homeomorphism of X with ξA(1, ·) = id on A. Then Theorem 2.15 concludes the
proof. �

Theorem 2.15 is suitable for applications to multiple linking problems.

Definition 2.17. Let Q,Q0 be closed subsets of X, with Q0 6= ∅, Q0 ⊂ Q, and let S
be a subset of X such that Q0 ∩ S = ∅. We say that the pair (Q,Q0) links with S if
for each mapping g ∈ C(Q,X) with g|Q0 = id|Q0 one has g(Q) ∩ S 6= ∅.
Corollary 2.18. (Motreanu-Varga [45]) Given the subsets Q, Q0, S of the real Ba-
nach space X we assume that (Q,Q0) links with S in X in the sense above. Let
f : X → R be a locally Lipschitz functional such that sup

Q
f < ∞ and, for some

number α ∈ R+,
Q0 ⊂ fα, S ⊂ fα.
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Then assuming that for the minimax value

c = inf
g∈Γ

sup
x∈Q

f(g(x)),

where

Γ = {g ∈ C(Q,X) : g|Q0 = id|Q0},

(PS)S,c is satisfied, the following properties hold

(i) c ≥ α;
(ii) Kc(f) \Q0 6= ∅;
(iii) Kc(f) ∩ S 6= ∅ if c = α.

Proof. Since the case α < c follows immediately we discuss only the situation where
α = c. The conclusion is readily obtained from Theorem 2.15 by choosing M =
{g(Q) : g ∈ Γ} and B = S. �

A direct consequence of this corollary is the following.

Corollary 2.19. (Mountain pass theorem; zero altitude) Let f : X → R be a lo-
cally Lipschitz function on a Banach space satisfying (PS)c for every c ∈ R and the
conditions:

(i) f(x) ≥ α ≥ f(0) for all ||x|| = ρ where α and ρ > 0 are constants;
(ii) there is e ∈ X with ||e|| > ρ and f(e) ≤ α.

Then the number

c = inf
g∈Γ

max
u∈[0,e]

f(g(u)),

where [0, e] is the closed line segment in X joining 0 and e and

Γ = {g ∈ C([0, e], X) : g(0) = 0, g(e) = e},

is a critical value of f with c ≥ α.

Proof. It is sufficient to take in Corollary 2.18 the following choices Q = [0, e], Q0 =
{0, e} and S = {x ∈ X : ||x|| = ρ }. �

A direct consequence of the above corollary is locally Lipschitz version of
Pucci-Serrin Mountain Pass theorem, see [52].

Theorem 2.20. Let X be a Banach space, h : X → R a locally Lipschitz functional,
satisfying the Palais-Smale condition, x and y two local minima of h. Then, h has a
critical point in X different from x and y.

In the next we prove a common generalization of some results of Chang [9]
and Kourogenis-Papageorgiou [23]. For this see the paper of Kristály-Motreanu-Varga
[33]. Let us consider f : X → R to be a locally Lipschitz function.
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Definition 2.21. We say that f satisfies the (C)-condition at level c (in short (C)c)
if every sequence {xn} ⊂ X such that f(xn) → c and (1 + ‖xn‖)λf (xn) → 0 has a
convergent subsequence.

It is clear that (PS)c implies (C)c. Our approach is based on the following
idea. We consider a globally Lipschitz functional ϕ : X → R such that ϕ(x) ≥ 1,∀x ∈
X (or, ϕ(x) ≥ α, for some α > 0).

Definition 2.22. We say that the function f satisfies the (ϕ − C)-condition at
level c (in short, (ϕ − C)c) if every sequence {xn} ⊂ X such that f(xn) → c and
ϕ(xn)λf (xn) → 0 has a convergent subsequence.

The (ϕ−C)c-condition contains the (PS)c and (C)c compactness conditions,
respectively. Indeed if ϕ ≡ 1 we get the (PS)c-condition and if ϕ(x) = 1 + ‖x‖ we
have the (C)c-condition.

We need the following result in order to obtain the existence of a suitable
locally Lipschitz vector field.

Lemma 2.23. (Kristály-Motreanu-Varga [33]) Let X be a Banach space and let f :
X → R be a locally Lipschitz function satisfying the (ϕ − C)c-condition, where ϕ :
X → R is a globally Lipschitz function such that ϕ(x) ≥ 1, ∀x ∈ X. Then for each
δ > 0 there exist constants γ, ε > 0 and a locally Lipschitz vector field

v : f−1([c− ε, c+ ε]) ∩ (Kc)c
δ → X

such that for each x ∈ f−1([c− ε, c+ ε]) ∩ (Kc)c
δ one has

||v(x)|| ≤ ϕ(x) (2.16)

〈y∗, v(x)〉 ≥ γ

2
for all y∗ ∈ ∂f(x). (2.17)

In the sequel we shall prove a very general deformation result which unifies
several results of this kind it appears in the paper of Kristály, Motreanu and Varga
[33].

Theorem 2.24. (Kristály-Motreanu-Varga [33]) Let f : X → R be a locally Lipschitz
function on the Banach space X satisfying the (ϕ− C)c-condition, with c ∈ R and a
globally Lipschitz function ϕ : X → R with Lipschitz constant L > 0 and ϕ(x) ≥ 1,
∀ x ∈ X. Then for every ε0 > 0 and every neighborhood U of Kc (if Kc = ∅,
then we choose U = ∅) there exist a number 0 < ε < ε0 and a continuous function
η : X × [0, 1] → X, such that for every (x, t) ∈ X × [0, 1] we have:

(a) ‖η(x, t)− x‖ ≤ ϕ(x)teLt;
(b) η(x, t) = x for every x /∈ f−1([c− ε0, c+ ε0]) and t ∈ [0, 1];
(c) f(η(x, t)) ≤ f(x);

13
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(d) η(x, t) 6= x⇒ f(η(x, t)) < f(x).
(e) η(fc+ε, 1) ⊂ fc−ε ∪ U ;
(f) η(fc+ε \ U, 1) ⊂ fc−ε.

Proof. Fix ε0 > 0 and a neighborhood U of Kc. From the compactness of Kc

we can find δ > 0 such that (Kc)3δ ⊆ U . Moreover, the proof of Lemma 2.23
guarantees the existence of γ > 0 and 0 < ε < ε0 such that ϕ(x)λf (x) ≥ γ for all
x ∈ f−1([c− ε, c+ ε]) ∩ (Kc)c

δ. We consider the following two closed sets:

A = {x ∈ X : |f(x)− c| ≥ ε} ∪ (Kc)δ (2.18)

B = {x ∈ X : |f(x)− c| ≤ ε

2
} ∩ (Kc)c

2δ. (2.19)

Because A ∩ B = ∅ there exists a locally Lipschitz function ψ : X → [0, 1] such that
ψ = 0 on a closed neighborhood of A, say Ã, disjoint of B, ψ|B = 1 and 0 ≤ ψ ≤ 1.

For instance, we can take ψ(x) = d(x, Ã)
d(x, Ã) + d(x,B)

, ∀ x ∈ X.

Let V : X → X be defined by

V (x) =

{
−ψ(x) · v(x), x ∈ f−1([c− ε, c+ ε]) ∩ (Kc)c

δ;
0, otherwise,

(2.20)

where v(x) is constructed in Lemma 2.23. The vector field V is locally Lipschitz and
by the same lemma, for x ∈ f−1([c− ε, c+ ε]) ∩ (Kc)c

δ we have

‖V (x)‖ = ψ(x) · ‖v(x)‖ ≤ ϕ(x) (2.21)

〈y∗, V (x)〉 = −ψ(x) · 〈y∗, v(x)〉 ≤ −ψ(x)
γ

2
, ∀y∗ ∈ ∂f(x). (2.22)

Since V is locally Lipschitz and ‖V (x)‖ ≤ ϕ(0)+L‖x‖, the following Cauchy problem:{
η̇(x, t) = V (η(x, t)) a.e. on [0, 1]
η(x, 0) = x

(2.23)

has a unique solution η(x, ·) on R, for each x ∈ X. By (2.21) we have that:

‖η(x, t)− x‖ ≤
∫ t

0

‖V (η(x, s))‖ds ≤
∫ t

0

ϕ(η(x, s))ds =

=
∫ t

0

[ϕ(η(x, s))− ϕ(x)]ds+
∫ t

0

ϕ(x)ds ≤

≤ L ·
∫ t

0

‖η(x, s)− x‖ds+ ϕ(x)t.

Using Gronwall’s inequality we get ‖η(x, t)− x‖ ≤ ϕ(x)t · eLt, therefore the assertion
(a) is proved. If x /∈ f−1([c− ε, c+ ε]), then x ∈ A, so ψ(x) = 0. By (2.20) it follows
that V (x) = 0 and from (2.23) we obtain that η(x, t) = x, for each t ∈ [0, 1]. This
yields (b).

14
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Next, for a fixed x ∈ X, let us consider the function hx : [0, 1] → R given by
hx(t) = f(η(x, t)). Using the chain rule we have

d

dt
hx(t) ≤ max

{
〈y∗, d

dt
η(x, t)〉 : y∗ ∈ ∂f(η(x, t))

}
=

= max
{
〈y∗, V (η(x, t))〉 : y∗ ∈ ∂f(η(x, t))

}
a.e. on [0, 1].

Therefore, taking into account (2.22), we infer

d

dt
hx(t) ≤ −ψ(η(x, t))

γ

2
≤ 0 if η(x, t) ∈ f−1([c− ε, c+ ε]) ∩ (Kc)c

δ, (2.24)

and clearly, by (2.20)

d

dt
hx(t) ≤ 0, if η(x, t) /∈ f−1([c− ε, c+ ε]) ∩ (Kc)c

δ.

Hence property (c) holds true.
In order to prove property (d), suppose that η(x, t) 6= x. First, we show that

η(x, s) ∈ f−1([c− ε̄, c+ ε̄]) ∩ (Kc)c
δ , ∀s ∈ [0, t]. (2.25)

On the contrary, there would exist s0 ∈ [0, t] such that η(x, s0) ∈ A. This implies that
V (η(x, s0)) = 0. Using the uniqueness of solution to the Cauchy problem formed by
the equation in (2.23) and the initial condition with the initial value η(x, s0), we see
that

η(x, τ + s0) = η(x, s0), ∀τ ∈ R.

Letting τ = t − s0 and τ = −s0 one obtains η(x, t) = x, which contradicts our
assumption. Thus the claim in (2.25) is true.

Using (2.24) and (2.25) it follows that

f(x)− f(η(x, t)) = −
∫ t

0

d

ds
hx(s) ds ≥ γ

2

∫ t

0

ψ(η(x, s))ds. (2.26)

We show that there is s ∈ [0, t] such that

ψ(η(x, s)) 6= 0. (2.27)

For, otherwise, if ψ(η(x, s)) = 0, ∀s ∈ [0, t], then V (η(x, s)) = 0, ∀s ∈ [0, t]. By (2.23),
we get that η(x, ·) is constant on [0, t], which contradicts η(x, t) 6= x. It results that
(2.27) is valid. Since ψ ≥ 0, from (2.26) and (2.27) we infer that f(η(x, t)) < f(x),
which proves assertion (d).

We show now assertion (e). Let ρ > 0 such that (Kc)3δ ⊂ B(0, ρ). We choose

0 < ε ≤ min
{
ε̄

2
,
γ

4
,
δγ

8
e−L(ϕ(0) + Lρ)−1

}
. (2.28)

15
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We argue by contradiction. Let x ∈ fc+ε such that f(η(x, 1)) > c−ε and η(x, 1) /∈ U .
Since, by (c), f(η(x, t)) ≤ f(x) ≤ c+ ε and f(η(x, t)) ≥ f(η(x, 1)) for each t ∈ [0, 1],
we get

c− ε < f(η(x, t)) ≤ c+ ε, ∀t ∈ [0, 1]. (2.29)

We claim that

η({x} × [0, 1]) ∩ (Kc)2δ 6= ∅. (2.30)

Suppose that (2.30) does not hold. This means that

η({x} × [0, 1]) ∩ (Kc)2δ = ∅. (2.31)

First, we show that

η(x, t) ∈ B, ∀t ∈ [0, 1]. (2.32)

The fact that η(x, t) ∈ f−1([c − ε̄
2 , c + ε̄

2 ]) follows from (2.28) and (2.29). By (2.31)
one has that η(x, t) ∈ (Kc)c

2δ. Consequently, from (2.19) we conclude that (2.32) is
established. On the basis of (2.32) and (2.24) we may write

f(x)− f(η(x, 1)) = hx(0)− hx(1) = −
∫ 1

0

d

dt
hx(t)dt ≥

∫ 1

0

γ

2
ψ(η(x, t))dt.

Then, combining (2.32) and the definition of ψ it is clear that

f(x)− f(η(x, 1)) ≥ γ

2
. (2.33)

On the other hand, from (2.29) we obtain that

f(x)− f(η(x, 1)) < 2ε. (2.34)

From (2.33) and (2.34) we get γ
2 < 2ε, which contradicts (2.28). This justifies (2.30).

The next step in the proof is to show that there exist 0 ≤ t1 < t2 ≤ 1 such
that

dist(η(x, t1),Kc) = 2δ, dist(η(x, t2),Kc) = 3δ (2.35)

and

2δ < dist(η(x, t),Kc) < 3δ, ∀t1 < t < t2. (2.36)

Denote g(t) = dist(η(x, t),Kc), ∀t ∈ [0, 1]. In view of (2.30) we have that {t ∈ [0, 1] :
g(t) ≤ 2δ} 6= ∅. Thus it is permitted to consider

t1 = sup{t ∈ [0, 1] : g(t) ≤ 2δ}.

Since it is known that (Kc)3δ ⊂ U and η(x, 1) /∈ U , we derive that η(x, 1) /∈ (Kc)3δ.
This means that g(1) ≥ 3δ. Since g(t1) ≤ 2δ it is necessary to have t1 < 1. The
definition of t1 implies g(t) > 2δ for all t ∈ (t1, 1] (which is the first inequality in
(2.36)). Letting t ↓ t1 we deduce that g(t1) ≥ 2δ. We obtain that g(t1) = 2δ, so

16
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the first part in (2.35) is proved. Taking into account that g(1) ≥ 3δ, we see that
{t ∈ [t1, 1] : g(t) ≥ 3δ} is nonempty. Then we can define

t2 = inf{t ∈ [t1, 1] : g(t) ≥ 3δ}.

Since g(t2) ≥ 3δ and g(t1) = 2δ it is clear that t1 < t2. By the definition of t2 we
have that g(t) < 3δ for all t1 ≤ t < t2, so (2.36) holds. In addition, letting t ↑ t2, we
get g(t2) = 3δ, so (2.35) holds, too.

Let us show that

t2 − t1 <
4ε
γ
. (2.37)

From (2.36) it follows that η(x, t) /∈ (Kc)2δ, ∀t ∈ [t1, t2], while (2.29) and (2.28) imply
η(x, t) ∈ f−1([c− ε̄

2 , c+ ε̄
2 ]), ∀t ∈ [t1, t2]. The definition of the set B in (2.19) yields

η(x, t) ∈ B, ∀t ∈ [t1, t2].

Using the definition of ψ, (2.24) and (2.29) we see that

γ

2
(t2 − t1) =

γ

2

∫ t2

t1

ψ(η(x, t))dt ≤ −
∫ t2

t1

d

dt
hx(t)dt

= hx(t1)− hx(t2) = f(η(x, t1))− f(η(x, t2)) < 2ε.

Therefore (2.37) is proved.
We need the following inequality

‖η(x, t2)− η(x, t1)‖ ≥ δ. (2.38)

To check (2.38) consider a point v ∈ Kc so that

dist(η(x, t1),Kc) = ‖η(x, t1)− v‖ = 2δ.

Here the compactness of Kc and the first part in (2.35) have been used. Then, on the
basis of the second part in (2.35) we can write

‖η(x, t2)− η(x, t1)‖ ≥ ‖η(x, t2)− v‖ − ‖η(x, t1)− v‖ ≥ 3δ − 2δ = δ.

Therefore (2.38) holds.
Using (2.23), (2.21) and the Lipschtzianess of ϕ we can write

‖η(x, t2)− η(x, t1)‖ ≤
∫ t2

t1

‖V (η(x, s))‖ds ≤
∫ t2

t1

ϕ(η(x, s))ds

=
∫ t2

t1

[ϕ(η(x, s))− ϕ(η(x, t1))]ds+ ϕ(η(x, t1))(t2 − t1)

≤
∫ t2

t1

L‖η(x, s)− η(x, t1)‖ds+ ϕ(η(x, t1))(t2 − t1). (2.39)

17
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By (2.39) and Gronwall’s inequality we get

‖η(x, t2)− η(x, t1)‖ ≤ ϕ(η(x, t1))(t2 − t1)eL(t2−t1). (2.40)

From (2.38), (2.40), (2.37) and the Lipschtzianess of ϕ we deduce that

δ ≤ ‖η(x, t2)− η(x, t1)‖ <
4ε
γ
eLϕ(η(x, t1))

≤ 4ε
γ
eL(ϕ(0) + L‖η(x, t1)‖). (2.41)

In view of (2.35) and the choice of ρ to satisfy (Kc)3δ ⊂ B(0, ρ) we have η(x, t1) ∈
(Kc)3δ ⊂ B(0, ρ). This property and (2.28) yield from (2.41) that

δ ≤ 4ε
γ
eL(ϕ(0) + Lρ) ≤ δ

2
,

which is a contradiction. This proves (e).
In order to show (f), since (Kc)3δ ⊂ U it is enough to prove that

η(fc+ε \ (Kc)3δ, 1) ⊂ fc−ε. (2.42)

Let us denote
C = (fc+ε \ fc−ε) ∩ (Kc)c

3δ .

To check (2.42), we note that it is sufficient to verify that

η(x, 1) ∈ fc−ε, ∀x ∈ C, (2.43)

because for x ∈ fc−ε we have f(η(x, 1)) ≤ f(x) ≤ c − ε, due to the nondecreasing
monotonicity of f(η(x, ·)).

To show (2.43), denote

D = (fc+ε \ fc−ε) ∩ (Kc)c
5
2 δ .

First, we verify that

∀x ∈ C, ∃ tx ∈ (0,
4ε
γ

] such that η(x, tx) /∈ D. (2.44)

To this end, we prove the inclusion below

{t > 0 : η(x, τ) ∈ D, ∀τ ∈ [0, t]} ⊂ (0,
4ε
γ

), ∀x ∈ C. (2.45)

Indeed, if η(x, τ) is in D ⊂ B, ∀τ ∈ [0, t], we have ψ(η(x, τ)) = 1, ∀τ ∈ [0, t].
Therefore, by (2.24), we have d

dτ hx(τ) ≤ −γ
2 , ∀τ ∈ [0, t]. From this and (2.29) we

obtain

2ε > hx(0)− hx(t) = −
∫ t

0

d

dτ
hx(τ)dτ ≥ γ

2
t,

so t < 4ε
γ . Thus (2.45) is satisfied.

18
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We are now in the position to prove (2.44). We proceed arguing by contradic-
tion. Assuming that there exist x ∈ C such that η(x, t) ∈ D, ∀t ∈ (0, 4ε

γ ] , by (2.45),
we arrive at the contradiction

4ε
γ
∈ {t > 0 : η(x, τ) ∈ D, ∀τ ∈ [0, t]} ⊂ (0,

4ε
γ

),

which proves (2.44).
Let us show that for every x ∈ C, it is true that

η({x} × [0, 1]) ∩ (Kc) 5
2 δ 6= ∅ ⇒ ∃ t0 ∈ (0, t3] such that η(x, t0) ∈ fc−ε, (2.46)

with

t3 = inf{t ∈ [0, 1] : dist(η(x, t),Kc) ≤
5
2
δ},

where the set {t ∈ [0, 1] : dist(η(x, t),Kc) ≤ 5
2δ} is nonempty in view of (2.36).

If (2.46) were not true it would exist x ∈ C with η({x} × [0, 1]) ∩ (Kc) 5
2 δ 6= ∅ and

f(η(x, t)) > c − ε, ∀t ∈ [0, t3]. Hence η(x, t) ∈ D, ∀t ∈ [0, t3]. This follows from the
definition of t3 and since x ∈ C. The inclusion in (2.45) implies that

t3 <
4ε
γ
. (2.47)

Introduce

t4 = sup{t ∈ [0, t3] : dist(η(x, t),Kc) ≥ 3δ}.

Since x ∈ C, then x ∈ (Kc)c
3δ , thus the set {t ∈ [0, t3] : dist(η(x, t),Kc) ≥ 3δ} is

nonempty. By the definitions of t3 and t4 it follows that

η(x, t) ∈ (fc+ε \ fc−ε) ∩ ((Kc)3δ \ (Kc) 5
2 δ), ∀t ∈ [t4, t3].

We remark that

‖η(x, t3)− η(x, t4)‖ ≥
δ

2
. (2.48)

Indeed, by the definition of t4 we have

‖η(x, t3)− η(x, t4)‖ ≥ ‖η(x, t4)− v‖ − ‖η(x, t3)− v‖

≥ 3δ − ‖η(x, t3)− v‖, ∀v ∈ Kc.

This leads to

‖η(x, t3)− η(x, t4)‖ ≥ 3δ − dist(η(x, t3),Kc) = 3δ − 5
2
δ =

δ

2
,

so (2.48) is verified.
Using (2.23), (2.21) and the Lipschtzianess of ϕ we can write

‖η(x, t3)− η(x, t4)‖ ≤
∫ t3

t4

‖V (η(x, s))‖ds ≤
∫ t3

t4

ϕ(η(x, s))ds
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=
∫ t3

t4

[ϕ(η(x, s))− ϕ(η(x, t4))]ds+ ϕ(η(x, t4))(t3 − t4)

≤
∫ t3

t4

L‖η(x, s)− η(x, t4)‖ds+ ϕ(η(x, t4))(t3 − t4).

By Gronwall’s inequality we get

‖η(x, t3)− η(x, t4)‖ ≤ ϕ(η(x, t4))(t3 − t4)eL(t3−t4). (2.49)

Using (2.48), (2.49), the Lipschitzianess of ϕ, the inclusion (Kc)3δ ⊂ B(0, ρ) and
(2.47), we have that

δ

2
≤ ‖η(x, t3)− η(x, t4)‖ ≤ eL(t3−t4)ϕ(η(x, t4))(t3 − t4)

≤ eL(ϕ(0) + L‖η(x, t4)‖)t3 < eL(ϕ(0) + Lρ)
4ε
γ
.

This contradicts the choice of ε in (2.28), therefore (2.46) is true.
In order to complete the proof of (f), let x ∈ C. From (2.44), there exists

tx ∈ (0, 4ε
γ ] such that η(x, tx) /∈ D. This means that

η(x, tx) ∈ (X \ fc+ε) ∪ fc−ε ∪ (Kc) 5
2 δ .

On the other hand, η(x, tx) ∈ fc+ε since, as x ∈ C, f(η(x, tx)) ≤ f(x) ≤ c + ε.
Consequently, we deduce that η(x, tx) ∈ fc−ε ∪ (Kc) 5

2 δ . Two cases arise:
1) η(x, tx) ∈ fc−ε;
2) η(x, tx) ∈ (Kc) 5

2 δ .
In case 1) we have directly that

f(η(x, 1)) ≤ f(η(x, tx)) ≤ c− ε,

which ensures the desired conclusion.
It remains to treat case 2). In this situation, we make use of property

(2.46). Therefore, we find t0 ∈ (0, t3] such that η(x, t0) ∈ fc−ε. Thus we may
write f(η(x, 1)) ≤ f(η(x, t0)) ≤ c− ε. The proof is complete. �

Remark 2.25. If we choose ϕ(x) = 1 or ϕ(x) = 1 + ‖x‖ then we obtain the defor-
mation lemmas of Chang [9] and Kourogenis-Papageorgiou [24], respectively.

In the next we present a a general linking type result for locally Lipschitz
functions which satisfy the generalized (ϕ−C)c condition. Let X be a Banach space
and A,C ⊆ X two sets.

Definition 2.26. We say that C links A, if A ∩ C = ∅, and C is not contractible in
X \A.
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Theorem 2.27. (Kristály-Motreanu-Varga [33]) If A,C ⊆ X are nonempty, A is
closed, C links A, ΓC is the set of all contractions of C, and f : X → R is a locally
Lipschitz which satisfies the (ϕ− C)c-condition with

c = inf
h∈ΓC

sup
[0,1]×C

f ◦ h <∞ and sup
x∈C

f(x) ≤ inf
x∈A

f(x),

then c ≥ inf
x∈A

f(x) and c is a critical value of f . Moreover, if c = inf
x∈A

f(x), then there

exists x ∈ A such that x ∈ Kc.

Proof. Since by hypothesis C links A, for every h ∈ ΓC we have h([0, 1]×C) 6= ∅. So
we infer that c ≥ inf

x∈A
f(x).

First we assume that inf
x∈A

f(x) < c. Suppose that Kc = ∅. Let U = ∅ and let

ε > 0 and η : [0, 1]×X → X be as in Theorem 2.24. Also from the definition of c, we
can find h ∈ ΓC such that

f(h(t, x)) ≤ c+ ε for all t ∈ [0, 1] and x ∈ C. (2.50)

Let H : [0, 1]× C → X defined by

H(t, x) =


η(2t, x), if 0 ≤ t ≤ 1

2

η(1, h(2t− 1, x)), if
1
2
≤ t ≤ 1.

It is easy to check that H ∈ ΓC and from d) and c) of Theorem 2.24 we
obtain that for every x ∈ C we have

f(H(t, x)) = f(η(2t, x)) ≤ f(x) ≤ sup
x∈C

f(x) < c, if t ∈
[
0,

1
2

]

f(H(t, x)) = f(η(1, h(2t− 1, x))) ≤ c− ε < c, if t ∈
[
1
2
, 1
]

and from (2.50) we get

h(t, x) ∈ fc+ε for every t ∈ [0, 1].

So we have contradicted the definition of c. This proves that Kc 6= ∅, when
c > inf

x∈A
f(x).

Next assume that c = inf
x∈A

f(x). We need to show that Kc ∩A 6= ∅. Suppose

the contrary and let U be a neighborhood of Kc with U ∩ A = ∅. Let ε > 0 and
η : [0, 1]×X → X be as in Theorem 2.24. As before let h ∈ ΓC such that f(h(t, x)) ≤
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c+ ε for all (t, x) ∈ [0, 1]× C. Then we define H : [0, 1]× C → X by

H(t, x) =


η(2t, x), if 0 ≤ t ≤ 1

2

η(1, h(2t− 1, x)), if
1
2
≤ t ≤ 1.

Again, we have H ∈ ΓC . From Theorem 2.24 follows that for all 0 ≤ t ≤ 1
2

and all x ∈ C, we have

η(2t, x) = x or f(η(2t, x)) < f(x) ≤ inf
x∈A

f(x) = c

which implies

η(2t, x) ∈ CXA for all t ∈
[
0,

1
2

]
and all x ∈ C.

For all t ∈
[
1
2
, 1
]

and all x ∈ C, we have from d) Theorem 2.24

η(1, h(2t− 1, x)) ⊆ fc−ε ∪ U

while (fc−ε ∪ U) ∩A = ∅.
So H is a contraction of C in X \A, which is a contradiction. This completely

proves the theorem. �

In the next we prove a variant of Mountain Pass Theorem.

Theorem 2.28. (Kristály-Motreanu-Varga [33]) Let X be a Banach space, f : X → R
be a locally Lipschitz function and ϕ : X → R a globally Lipschitz function such that
ϕ(x) ≥ 1, ∀ x ∈ X. Suppose that there exist x1 ∈ X and r > 0 such that ‖x1‖ > r

and
(i) max{f(0), f(x1)} ≤ inf{f(x) : ‖x‖ = r}
(ii) the function f satisfies the (ϕ− C)c-condition (c ∈ R), where

c = inf
γ∈Γ

max
t∈[0,1]

f(γ(t)),

with

Γ = {γ ∈ C([0, 1], X) : γ(0) = 0, γ(1) = x1}.

Then the minimax value c in (ii) is a critical value of f . Moreover, if c = inf{f(x) :
‖x‖ = r}, there exist a critical point x of f with f(x) = c and ‖x‖ = r.

Proof. We will apply Theorem 2.27 with A = {x ∈ X : ‖x‖ = r} and C = {0, x1}.
Clearly C links A and c <∞. Let γ ∈ Γ and define

h(t, x) =

{
γ(t), if x = 0
x1, if x = x1
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Then h ∈ ΓC . Therefore

inf
h∈ΓC

sup
[0,1]×C

f(h(t, x)) ≤ f(h(t, x)) ≤ c. (2.51)

On the other hand, if h ∈ ΓC , then

γ(t) =


h(2t, 0), if t ∈

[
0,

1
2

]

h(2− 2t, x1), if t ∈
[
1
2
, 1
]

belongs to Γ and so
inf

h∈ΓC

sup
[0,1]×C

f(h(t, x)) ≥ c. (2.52)

By (2.51) and (2.52) we have

c = inf
h∈ΓC

sup
[0,1]×C

f(h(t, x))

and so we can apply Theorem 2.27 and finish the proof. �

2.2. Multiple critical points results. In this subsection we present a generaliza-
tion of the three critical points theorem of Ricceri [58] to locally Lipschitz functions
which appears in the paper of Kristály-Marzantowicz-Varga [28]. To do this, we first
recall a topological result of Ricceri [59].

Theorem 2.29. (Ricceri [59, Theorem 4]) Let X be a real, reflexive Banach space,
let Λ ⊆ R be an interval, and let ϕ : X ×Λ → R be a function satisfying the following
conditions:

1. ϕ(x, ·) is concave in Λ for all x ∈ X;
2. ϕ(·, λ) is continuous, coercive and sequentially weakly lower semicontinu-

ous in X for all λ ∈ Λ;
3. β1 := sup

λ∈Λ
inf

x∈X
ϕ(x, λ) < inf

x∈X
sup
λ∈Λ

ϕ(x, λ) =: β2.

Then, for each σ > β1 there exists a non-empty open set Λ0 ⊂ Λ with the follow-
ing property: for every λ ∈ Λ0 and every sequentially weakly lower semicontinuous
function Φ : X → R, there exists µ0 > 0 such that, for each µ ∈]0, µ0[, the function
ϕ(·, λ) + µΦ(·) has at least two local minima lying in the set {x ∈ X : ϕ(x, λ) < σ}.

The main result of this subsection is the following.

Theorem 2.30. (Kristály-Marzantowicz-Varga [28]) Let (X, ‖ · ‖) be a real reflexive
Banach space and X̃i (i = 1, 2) be two Banach spaces such that the embeddings X ↪→
X̃i are compact. Let Λ be a real interval, h : [0,∞) → [0,∞) be a non-decreasing
convex function, and let Φi : X̃i → R (i = 1, 2) be two locally Lipschitz functions such
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that Eλ,µ = h(‖ · ‖) + λΦ1 + µg ◦Φ2 restricted to X satisfies the (PS)c-condition for
every c ∈ R, λ ∈ Λ, µ ∈ [0, |λ|+ 1] and g ∈ Gτ , τ ≥ 0. Assume that h(‖ · ‖) + λΦ1 is
coercive on X for all λ ∈ Λ and that there exists ρ ∈ R such that

sup
λ∈Λ

inf
x∈X

[h(‖x‖) + λ(Φ1(x) + ρ)] < inf
x∈X

sup
λ∈Λ

[h(‖x‖) + λ(Φ1(x) + ρ)]. (2.53)

Then, there exist a non-empty open set A ⊂ Λ and r > 0 with the property that for
every λ ∈ A there exists µ0 ∈]0, |λ|+ 1] such that, for each µ ∈ [0, µ0] the functional
Eλ,µ = h(‖ · ‖) + λΦ1 + µΦ2 has at least three critical points in X whose norms are
less than r.

Proof. Since h is a non-decreasing convex function, X 3 x 7→ h(‖x‖) is also convex;
thus, h(‖ · ‖) is sequentially weakly lower semicontinuous on X, see H. Brézis [7,
Corollaire III.8]. From the fact that the embeddings X ↪→ X̃i (i = 1, 2) are compact
and Φi : X̃i → R (i = 1, 2) are locally Lipschitz functions, it follows that the function
Eλ,µ as well as ϕ : X × Λ → R (in the first variable) given by

ϕ(x, λ) = h(‖x‖) + λ(Φ1(x) + ρ)

are sequentially weakly lower semicontinuous on X.
The function ϕ satisfies the hypotheses of Theorem 2.29. Fix σ > sup

Λ
inf
X
ϕ

and consider a nonempty open set Λ0 with the property expressed in Theorem 2.29.
Let A = [a, b] ⊂ Λ0.

Fix λ ∈ [a, b]; then, for every τ ≥ 0 and gτ ∈ Gτ , there exists µτ > 0 such
that, for any µ ∈]0, µτ [, the functional Eτ

λ,µ = h(‖ · ‖) + λΦ1 + µgτ ◦ Φ2 restricted to
X has two local minima, say xτ

1 , x
τ
2 , lying in the set {x ∈ X : ϕ(x, λ) < σ}.

Note that⋃
λ∈[a,b]

{x ∈ X : ϕ(x, λ) < σ} ⊂ {x ∈ X : h(‖x‖) + aΦ1(x) < σ − aρ}

∪{x ∈ X : h(‖x‖) + bΦ1(x) < σ − bρ}.

Because the function h(‖ · ‖) + λΦ1 is coercive on X, the set on the right-side is
bounded. Consequently, there is some η > 0, such that⋃

λ∈[a,b]

{x ∈ X : ϕ(x, λ) < σ} ⊂ Bη, (2.54)

where Bη = {x ∈ X : ‖x‖ < η}. Therefore,

xτ
1 , x

τ
2 ∈ Bη.
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Now, set c? = sup
t∈[0,η]

h(t) + max{|a|, |b|} sup
Bη

|Φ1| and fix r > η large enough such that

for any λ ∈ [a, b] to have

{x ∈ X : h(‖x‖) + λΦ1(x) ≤ c? + 2} ⊂ Br. (2.55)

Let r? = sup
Br

|Φ2| and correspondingly, fix a function g = gr∗ ∈ Gr∗ . Let us define

µ0 = min{|λ|+1, 1
1+sup |g|}. Since the functional Eλ,µ = Er∗

λ,µ = h(‖·‖)+λΦ1+µgr∗◦Φ2

restricted to X satisfies the (PS)c condition for every c ∈ R, µ ∈ [0, µ0], and x1 =
xr∗

1 , x2 = xr∗

2 are local minima of Eλ,µ, we may apply Corollary 2.19, obtaining that

cλ,µ = inf
γ∈Γ

max
s∈[0,1]

Eλ,µ(γ(s)) ≥ max{Eλ,µ(x1), Eλ,µ(x2)} (2.56)

is a critical value for Eλ,µ, where Γ is the family of continuous paths γ : [0, 1] → X

joining x1 and x2. Therefore, there exists x3 ∈ X such that

cλ,µ = Eλ,µ(x3) and 0 ∈ ∂Eλ,µ(x3).

If we consider the path γ ∈ Γ given by γ(s) = x1 + s(x2 − x1) ⊂ Bηwe have

h(‖x3‖) + λΦ1(x3) = Eλ,µ(x3)− µg(Φ2(x3))

= cλ,µ − µg(Φ2(x3))

≤ sup
s∈[0,1]

(h(‖γ(s)‖) + λΦ1(γ(s)) + µg(Φ2(γ(s))))− µg(Φ2(x3))

≤ sup
t∈[0,η]

h(t) + max{|a|, |b|} sup
Bη

|Φ1|+ 2µ0 sup |g|

≤ c? + 2.

From (2.55) it follows that x3 ∈ Br. Therefore, xi, i = 1, 2, 3 are critical points
for Eλ,µ, all belonging to the ball Br. It remains to prove that these elements are
critical points not only for Eλ,µ but also for Eλ,µ = h(‖ · ‖) + λΦ1 + µΦ2. Let x = xi,
i ∈ {1, 2, 3}. Since x ∈ Br, we have that |Φ2(x)| ≤ r∗. Note that g(t) = t on [−r∗, r∗];
thus, g(Φ2(x)) = Φ2(x). Consequently, on the open set Br the functionals Eλ,µ and
Eλ,µ coincide, which completes the proof.

At the end of this section we recall the following non-smooth version of Ricceri
[62, Theorem 2.5] which is proved by Marano and Motreanu [37].

Theorem 2.31. (Marano-Motreanu, [37, Theorem 1.1]) Let (X, ‖·‖) be a reflexive real
Banach space, and X̃ another real Banach spaces such that X is compactly embedded
into X̃. Let Φ : X̃ → R and Ψ : X → R be two locally Lipschitz functions, such that
Ψ is weakly sequentially lower semicontinuous and coercive. For every ρ > infX Ψ,
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put

ϕ(ρ) = inf
u∈Ψ−1(]−∞,ρ[)

Φ(u)− inf
v∈(Ψ−1(]−∞,ρ[))w

Φ(v)

ρ−Ψ(u)
, (2.57)

where (Ψ−1(]−∞, ρ[))w is the closure of Ψ−1(] −∞, ρ[) in the weak topology. Fur-
thermore, set

γ := lim inf
ρ→+∞

ϕ(ρ), δ := lim inf
ρ→(infX Ψ)+

ϕ(ρ). (2.58)

Then, the following conclusions hold.

(A) If γ < +∞ then, for every λ > γ, either
(A1) Φ + λΨ possesses a global minimum, or
(A2) there is a sequence {un} of critical points of Φ + λΨ such that

limn→+∞Ψ(un) = +∞.

(B) If δ < +∞ then, for every λ > δ, either
(B1) Φ + λΨ possesses a local minimum, which is also a global minimum

of Ψ, or
(B2) there is a sequence {un} of pairwise distinct critical points of Φ+λΨ,

with limn→+∞Ψ(un) = infX Ψ, weakly converging to a global mini-
mum of Ψ.

3. Motreanu-Panagiotopoulos functionals

In this section we present some results from the critical point theory for
Motreanu-Panagiotopoulos type functionals. For details we refer the reader to the
monographs of Motreanu-Panagiotopoulos [46], Motreanu-Rădulescu [47], Gasinski-
Papageorgiou [18] and the papers of Marano and Motreamu [38], [37]. At the end
of this section we present the Principle of Symmetric Criticality for this class of
functionals following the paper of Kristály-Varga-Varga [29].

3.1. Critical point results. Let I = h + ψ, with h : X → R locally Lipschitz and
ψ : X → (−∞,+∞] convex, proper (i.e., ψ 6≡ +∞), and lower semicontinuous. I is a
Motreanu-Panagiotopoulos type functional, see [46, Chapter 3 ].

Definition 3.1. ([46, Definition 3.1]) An element u ∈ X is said to be a critical point
of I = h+ ψ, if

h0(u; v − u) + ψ(v)− ψ(u) ≥ 0,∀v ∈ X.

In this case, I(u) is a critical value of I.

We have the following result, see Gasinski-Papgeourgiu [18], Remark 2.3.1.
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Proposition 3.2. An element u ∈ X is a critical point of I = h+ ψ, if and only if
0 ∈ ∂h(u) + ∂ψ(u), where ∂ψ(u) denotes the subdifferential of the convex function ψ

at u, i.e.

∂ψ(u) = {x∗ ∈ X∗ : ψ(v)− ψ(u) ≥ 〈x∗, v − u〉X for every v ∈ X}.

Definition 3.3. ([46, Definition 3.2]) The functional I = h+ ψ is said to satisfy the
Palais-Smale condition at level c ∈ R (shortly , (PS )c), if every sequence (un) from X

satisfying I(un) → c and

h0(un; v − un) + ψ(v)− ψ(un) ≥ −εn‖v − un‖,∀v ∈ X,

for a sequence (εn) in [0,∞) with εn → 0, contains a convergent subsequence. If (PS)c

is verified for all c ∈ R, I is said to satisfy the Palais-Smale condition (shortly ,(PS)).

The next result is a non-smooth version of the Mountain Pass Theorem, see Corollary
3.2 from [46].

Theorem 3.4. (Motreanu-Panagiotopoulos [46]) Assume that the functional I : X →
(−∞,+∞] defined by I = h+ ψ, satisfies (PS), I(0) = 0, and

(i) there exist constants α > 0 and ρ > 0, such that I(u) ≥ α for all ||u|| = ρ;
(ii) there exists e ∈ X, with ||e|| > ρ and I(e) ≤ 0.

Then, the number

c = inf
f∈Γ

sup
t∈[0,1]

I(f(t)),

where

Γ = {f ∈ C([0, 1], X) : f(0) = 0, f(1) = e },

is a critical value of I with c ≥ α.

In the next we present the three critical points theorem of Ricceri [55] for
Motreanu-Panagiotopoulos functionals. This result was proved by Marano and Motre-
anu [38, Theorem B].

Let h1, h2 : X → R be locally Lipschitz functions, and let ψ1 : X →]−∞,+∞]
be a convex, proper, lower semicontinuous function. Then the function h1 +ψ1 +λh2

is a Motreanu-Panagiotopoulos type functional for every λ ∈ R.

Theorem 3.5. (Marano-Motreanu [38]) Suppose that (X, || · ||) is a separable and
reflexive Banach space. Let I1 = h1 + ψ1, I2 = h2, and let Λ ⊆ R be an interval. We
assume that:

(a1) h1 is weakly sequentially lower semicontinuous and h2 is weakly sequen-
tially continuous;
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(a2) for every λ ∈ Λ the function I1 + λI2 fulfils (PS)c, c ∈ R, and

lim
||u||→+∞

(I1(u) + λI2(u)) = +∞;

(a3) there exists a continuous concave function h : Λ → R satisfying

sup
λ∈Λ

inf
u∈X

(I1(u) + λI2(u) + h(λ)) < inf
u∈X

sup
λ∈Λ

(I1(u) + λI2(u) + h(λ)).

Then, there exists an open interval Λ0 ⊂ Λ, such that for each λ ∈ Λ0 the function
I1 + λI2 has at least three critical points in X.

3.2. Principle of Symmetric Criticality. We now prove the Principle of Symmet-
ric Criticality for Motreanu-Panagiotopoulos functionals. This result simultaneously
generalizes the Principle of Symmetric Criticality in its standard form, see Palais [49]
for smooth functionals; the result of Krawcewicz and Marzantowicz [25] for locally
Lipschitz functions; and the result of Kobayashi and Ôtani [22] for Szulkin-type func-
tionals. The results of this subsection is contained in the paper of Kristály, Varga
and Varga [29].

Let G be a topological group which acts linearly on X, i.e., the action G ×
X → X : [g, u] 7→ gu is continuous and for every g ∈ G, the map u 7→ gu is
linear. The group G induces an action of the same type on the dual space X∗ defined
by 〈gx∗, u〉X = 〈x∗, g−1u〉X for every g ∈ G, u ∈ X and x∗ ∈ X∗. A function
h : X → R∪ {+∞} is G−invariant if h(gu) = h(u) for every g ∈ G and u ∈ X. A set
K ⊆ X (or K ⊆ X∗) is G−invariant if gK = {gu : u ∈ K} ⊆ K for every g ∈ G. Let

Σ = {u ∈ X : gu = u for every g ∈ G}

the fixed point set of X under G.
Now we recall some facts from [22]. Let

Φ(X) = {ψ : X → R ∪ {∞} : ψ is convex, proper, lower semicontinuous};

ΦG(X) = {ψ ∈ Φ(X) : ψ is G− invariant};

ΓG(X∗) = {K ⊆ X∗ : K is G− invariant, weak∗−closed, convex}.

Proposition 3.6. ([22, Theorem 3.16]) Assume that a compact group G acts linearly
on a reflexiv Banach space X. Then for every K ∈ ΓG(X∗) and ψ ∈ ΦG(X) one has

K|Σ ∩ ∂(ψ|Σ)(u) 6= ∅ ⇒ K ∩ ∂ψ(u) 6= ∅, u ∈ Σ, (3.1)

where K|Σ = {x∗|Σ : x∗ ∈ K} with 〈x∗|Σ, u〉Σ = 〈x∗, u〉X , u ∈ Σ.
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Let A : X → X be the averaging operator over G, defined by

Au =
∫

G

gudµ(g), u ∈ X, (3.2)

where µ is the normalized Haar measure on G. The relation (3.2) can reads as follows

〈x∗, Au〉X =
∫

G

〈x∗, gu〉Xdµ(g), u ∈ X, x∗ ∈ X∗. (3.3)

It is easy to verify that A is a continuous linear projection from X to Σ and for
every G-invariant closed convex set K ⊆ X we have A(K) ⊆ K. The adjoint operator
A∗ : Σ∗ → X∗ of A : X → Σ is defined by

〈A∗w∗, z〉X = 〈w∗, Az〉Σ, z ∈ X, w∗ ∈ Σ∗. (3.4)

Lemma 3.7. Let h : X → R be a G-invariant locally Lipschitz function and u ∈ Σ.
Then

(a) ∂(h|Σ)(u) ⊆ ∂h(u)|Σ.
(b) ∂h(u) ∈ ΓG(X∗).

Proof. (a) Let us fix w∗ ∈ ∂(h|Σ)(u). Then by definition, one has

〈w∗, v〉Σ ≤ (h|Σ)0(u; v) for every v ∈ Σ.

First, a simple estimation shows that (h|Σ)0(u; v) ≤ h0(u; v) for every v ∈ Σ. Thus,
applying the above inequality for v = Az ∈ Σ with z ∈ X arbitrarily fixed, by (3.4)
one has

〈A∗w∗, z〉X = 〈w∗, Az〉Σ ≤ h0(u;Az). (3.5)

Using [10, Proposition 2.1.2 (b)] and (3.3), we get

h0(u;Az) = max{〈x∗, Az〉X : x∗ ∈ ∂h(u)}

= max{
∫

G

〈x∗, gz〉Xdµ(g) : x∗ ∈ ∂h(u)}

≤
∫

G

h0(u; gz)dµ(g) =
∫

G

h0(g−1u; z)dµ(g) =
∫

G

h0(u; z)dµ(g)

= h0(u; z).

Combining this relation with (3.5), we conclude that A∗w∗ ∈ ∂h(u). Since w∗ =
A∗w∗|Σ, we obtain that w∗ ∈ ∂h(u)|Σ, completing the proof of (a).

(b) Since ∂h(u) is a nonempty, convex and weak∗-compact subset of X∗

(see [10, Proposition 2.1.2 (a)]), it is enough to prove that ∂h(u) is G-invariant, i.e.,
g∂h(u) ⊆ ∂h(u) for every g ∈ G. To this end, let us fix g ∈ G and x∗ ∈ ∂h(u). Then,
for every z ∈ X we have

〈gx∗, z〉X = 〈x∗, g−1z〉X ≤ h0(u; g−1z) = h0(gu; z) = h0(u; z),
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i.e., gx∗ ∈ ∂h(u). �

Theorem 3.8. (Kristály-Varga-Varga [29]) Let X be a reflexiv Banach space and
I = h + ψ : X → R ∪ {+∞} be a Motreanu-Panagiotopoulos type functional. If a
compact group G acts linearly on X, and the functionals h and ψ are G−invariant,
then every critical point of I|Σ is also a critical point of I.

Proof. Let u ∈ Σ be a critical point of I|Σ. Thanks to Proposition 3.2 one has
0 ∈ ∂(h|Σ)(u) + ∂(ψ|Σ)(u). Moreover, due to Lemma 3.7(a) we have

∅ 6= −∂(h|Σ)(u) ∩ ∂(ψ|Σ)(u) ⊆ −∂h(u)|Σ ∩ ∂(ψ|Σ)(u).

By choosing K = ∂h(u) in Proposition 3.6 and taking into account Lemma 3.7(b),
relation (3.1) implies that ∅ 6= −∂h(u)∩∂ψ(u). Thus, in particular 0 ∈ ∂h(u)+∂ψ(u),
i.e., u is indeed a critical point of I. �

A direct consequence of this theorem is the following proved by Krawcewicz
and Marzantowicz [25].

Remark 3.9. (Krawcewicz-Marzantowicz [25]) Let f : X → R be a G-invariant
locally Lipschitz function and u ∈ XG a fixed point. Then u ∈ XG is a critical point
of f if and only if u is a critical point of fG = f |XG : XG → R.

4. Application to hemivaritional inequalities

4.1. Formulation of the problem. In this section we prove some existence results
for a general class of hemivariational inequalities. These results appear in the paper
of Kristály [27] and Dályai-Varga [11].

Let (X, ‖·‖) be a real, separable, reflexive Banach space, and let (X?, ‖·‖?) be
its dual. We consider Ω ⊂ RN an unbounded domain. Also assume that the inclusion
X ↪→ Ll(Ω) is continuous with the embedding constants C(l), where l ∈ [p, p?] (p ≥
2, p? = Np

N−p ).
Let us denote by ‖ · ‖l the norm of Ll(Ω). In this section we suppose that the

following condition holds:

(CE): X is compactly embedded in Lr(Ω) for some r ∈ [p, p?[

Let A : X → X? be a potential operator with the potential a : X → R, i.e. a
is Gâteaux differentiable and

lim
t→0

a(u+ tv)− a(u)
t

= 〈A(u), v〉,

for every u, v ∈ X. Here 〈·, ·〉 denotes the duality pairing between X? and X. For a
potential we always assume that a(0) = 0. We suppose that A : X → X? satisfies the
following properties:
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• A is hemicontinuous, i.e. A is continuous on line segments in X and X?

equipped with the weak topology.
• A is homogeneous of degree p − 1, i.e. for every u ∈ X and t > 0 we

have A(tu) = tp−1A(u). Consequently, for a homogeneous hemicontinuous
operator of degree p− 1, we have a(u) = 1

p 〈A(u), u〉.
• A : X → X? is a strongly monotone operator, i.e. there exists a function
κ : [0,∞) → [0,∞) which is positive on (0,∞) and limt→∞ κ(t) = ∞ and
such that for all u, v ∈ X,

〈A(u)−A(v), u− v〉 ≥ κ(‖u− v‖)‖u− v‖ .

Let f : Ω × R → R be a measurable function which satisfies the following
growth condition:

(F1) |f(x, s)| ≤ c(|s|p−1 + |s|r−1), for a.e. x ∈ Ω, for all s ∈ R

Let F : Ω× R → R be the function defined by

F (x, u) =
∫ u

0

f(x, s)ds, for a.e. x ∈ Ω, ∀s ∈ R. (4.1)

For a.e. x ∈ Ω and for every u, v ∈ R, we have:

|F (x, u)− F (x, v)| ≤ c1|u− v|
(
|u|p−1 + |v|p−1 + |u|r−1 + |v|r−1

)
, (4.2)

where c1 is a constant which depends only of u and v. Therefore, the function F (x, ·)
is locally Lipschitz and we can define the partial Clarke derivative, i.e.

F 0
2 (x, u;w) = lim sup

y→u, t→0+

F (x, y + tw)− F (x, y)
t

, (4.3)

for every u,w ∈ R and for a.e. x ∈ R.
Now, we formulate the hemivariational inequality problem that will be studied

in the next:
Find u ∈ X such that

〈Au, v〉+
∫

Ω

F 0
2 (x, u(x);−v(x))dx ≥ 0, ∀ v ∈ X. (4.4)

To study the existence of solutions of the problem (4.4) we introduce the
energy functional Ψ : X → R defined by

Ψ(u) = a(u)− Φ(u),

where a(u) = 1
p 〈A(u), u〉 and Φ(u) =

∫
Ω
F (x, u(x))dx.

Remark 4.1. In Proposition 4.6 we will prove that the critical points of the functional
Ψ are solution of the problem (4.4).
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To study the existence of the critical point of the function Ψ is necessary to
impose some conditions on the function f :

(F2) There exists α > p, λ ∈ [0, κ(1)(α−p)
Cp(p) [ and a continuous function g : R →

R+, such that for a.e. x ∈ RN and for all u ∈ R we have

αF (x, u) + F 0
2 (x, u;−u) ≤ g(u), (4.5)

where lim|u|→∞ g(u)/|u|p = λ.
(F2’) There exists α ∈ (max{p, p? r−p

p?−p}, p
?) and a constant C > 0 such that for

a.e. x ∈ Ω and for all u ∈ R we have

−C|u|α ≥ F (x, u) +
1
p
F 0

2 (x, u;−u). (4.6)

Next, we impose further assumptions on f . First we define two functions by

f(x, s) = lim
δ→0+

essinf{f(x, t) : |t− s| < δ},

f(x, s) = lim
δ→0+

esssup{f(x, t) : |t− s| < δ},

for every s ∈ R and for a.e. x ∈ Ω. It is clear that the function f(x, ·) is lower
semicontinuous and f(x, ·) is upper semicontinuous. The following hypothesis on f

was introduced by Chang [9].

(F3) The functions f, f are N -measurable, i.e. for every measurable function
u : Ω → R the functions x 7→ f(x, u(x)), x 7→ f(x, u(x)) are measurable.

(F4) For every ε > 0, there exists c(ε) > 0 such that for a.e. x ∈ Ω and for
every s ∈ R we have

|f(x, s)| ≤ ε|s|p−1 + c(ε)|s|r−1.

(F5) For the α ∈ (p, p?) from condition (F2), there exists a c? > 0 such that for
a.e. x ∈ Ω and for all s ∈ R we have

F (x, u) ≥ c?(|u|α − |u|p).

Remark 4.2. We observe that if we impose the following condition on f ,

(F4’) limε→0+ esssup{ |f(x,s)|
|s|p : (x, s) ∈ Ω× (−ε, ε)} = 0,

then this condition with (F1) imply (F4).

4.2. Some basic lemmas. Before to study the hemivariational inequality (4.4) we
prove some auxiliary lemmas. The results of this subsection appear in the paper of
Dályai-Varga [11]. So, we consider the function Φ : X → R by

Φ(u) =
∫

Ω

F (x, u(x))dx, ∀u ∈ X, (4.7)
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where F (x, u) =
∫ u

0
f(x, s)ds, for a.e. x ∈ Ω, ∀s ∈ R..

Remark 4.3. For simplicity we denote h(u) = c|u|p−1 and in the next two results
we use only that the function h is monotone increasing, convex and h(0) = 0.

The following results appears in the paper of Kristály [27] and Dályai-Varga
[11].

Proposition 4.4. The function Φ : X → R, defined by Φ(u) =
∫
Ω
F (x, u(x))dx is

locally Lipschitz on bounded sets of X.

Proof. For every u, v ∈ X, with ‖u‖, ‖v‖ < r, we have

‖Φ(u)− Φ(v)‖

≤
∫

Ω

|F (x, u(x))− F (x, v(x))|dx

≤ c1

∫
Ω

|u(x)− v(x)|[h(|u(x)|) + h(|v(x)|)]

≤ c2
( ∫

Ω

|u(x)− v(x)|p
)1/p[( ∫

Ω

(h(|u(x)|)p′dx
)1/p′ +

( ∫
Ω

(h(|v(x)|)p′dx
)1/p′]

≤ c2‖u− v‖p[‖h(|u|)‖p′ + ‖h(|v|)‖p′)

≤ C(u, v)‖u− v‖,

where 1
p + 1

p′ = 1 and we used the Hölder inequality, the subadditivity of the norm
‖ · ‖p′ and the fact that the inclusion X ↪→ Lp(Ω) is continuous. We observe that
C(u, v) is a constant which depends only of u and v. �

Proposition 4.5. (Kristály [27] and Dályai-Varga [11]) If condition (F1) holds, then
for every u, v ∈ X, we have

Φ0(u; v) ≤
∫

Ω

F 0
2 (x, u(x); v(x))dx. (4.8)

Proof. It is sufficient to prove the proposition for the function f , which satisfies only
the growth condition |f(x, s)| ≤ c|u|p−1 from Remark 4.3. Let us fix the elements
u, v ∈ X. The function F (x, ·) is locally Lipschitz and therefore continuous. Thus
F 0

2 (x, u(x); v(x)) can be expressed as the upper limit of
(
F (x, y+ tv(x))−F (x, y)

)
/t,

where t → 0+ takes rational values and y → u(x) takes values in a countable subset
of R. Therefore, the map x → F 0

2 (x, u(x); v(x)) is measurable as the “countable
limsup” of measurable functions in x. From condition (F1) we get that the function
x→ F 0

2 (x, u(x); v(x)) is from L1(RN ).
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Using the fact that the Banach space X is separable, there exists a sequence
wn ∈ X with ‖wn − u‖ → 0 and a real number sequence tn → 0+, such that

Φ0(u, v) = lim
n→∞

Φ(wn + tnv)− Φ(wn)
tn

. (4.9)

Since the inclusion X ↪→ Lp(RN ) is continuous, we get ‖wn − u‖p → 0. Using [7,
Theorem IV.9], there exists a subsequence of (wn) denoted in the same way, such that
wn(x) → u(x) a.e. x ∈ RN . Now, let ϕn : RN → R ∪ {+∞} be the function defined
by

ϕn(x) = −F (x,wn(x) + tnv(x))− F (x,wn(x))
tn

+ c1|v(x)|[h(|wn(x) + tnv(x)|) + h(|wn(x)|)].

We see that the the functions ϕn are measurable and non-negative. If we apply
Fatou’s lemma, we get∫

Ω

lim inf
n→∞

ϕn(x)dx ≤ lim inf
n→∞

∫
Ω

ϕn(x)dx.

This inequality is equivalent to∫
Ω

lim sup
n→∞

[−ϕn(x)]dx ≥ lim sup
n→∞

∫
Ω

[−ϕn(x)]dx. (4.10)

For simplicity in the calculus we introduce the following notation:

(i) ϕ1
n(x) = F (x,wn(x)+tnv(x))−F (x,wn(x))

tn
;

(ii) ϕ2
n(x) = c1|v(x)|[h(|wn(x) + tnv(x)|) + h(|wn(x)|)].

With these notation, we have ϕn(x) = −ϕ1
n(x) + ϕ2

n(x).
Now we prove the existence of limit b = limn→∞

∫
Ω
ϕ2

n(x)dx. Using the facts
that the inclusion X ↪→ Lp(Ω) is continuous and ‖wn − u‖ → 0, we get ‖wn − u‖p →
0. Using [7, Theorem IV.9], there exist a positive function g ∈ Lp(Ω), such that
|wn(x)| ≤ g(x) a.e. x ∈ Ω. Considering that the function h is monotone increasing,
we get

|ϕ2
n(x)| ≤ c1|v(x)|[h(g(x) + |v(x)|) + h(g(x))], a.e. x ∈ Ω.

Moreover, ϕ2
n(x) → 2c1|v(x)|h(|u(x)|) for a.e. x ∈ Ω. Thus, using the Lebesque

dominated convergence theorem, we have

b = lim
n→∞

∫
Ω

ϕ2
n(x)dx =

∫
Ω

2c1|v(x)|h(|u(x)|)dx. (4.11)

If we denote by I1 = lim supn→∞
∫
Ω
[−ϕn(x)]dx, then using (4.9) and (4.11), we have

I1 = lim sup
n→∞

∫
Ω

[−ϕn(x)]dx = Φ0(u; v)− b. (4.12)

34



VARIATIONAL-HEMIVARIATIONAL INEQUALITIES ON UNBOUNDED DOMAINS

Next we estimate the expression I2 =
∫
Ω

lim supn→∞[−ϕn(x)]dx. We have the in-
equality ∫

Ω

lim sup
n→∞

[ϕ1
n(x)]dx−

∫
Ω

lim
n→∞

ϕ2
n(x)dx ≥ I2. (4.13)

Using the fact that wn(x) → u(x) a.e. x ∈ Ω and tn → 0+, we get∫
Ω

lim
n→∞

ϕ2
n(x)dx = 2c1

∫
Ω

|v(x)|h(|u(x)|)dx.

On the other hand,∫
Ω

lim sup
n→∞

ϕ1
n(x)dx ≤

∫
Ω

lim sup
y→u(x), t→0+

F (x, y + tv(x))− F (x, y)
t

dx

=
∫

Ω

F 0
2 (x, u(x); v(x))dx.

Using relations (4.10), (4.12), (4.13) and the above estimates, we obtain the desired
result. �

Now we prove that the critical points of the function Ψ : X → R defined by
Ψ(u) = a(u)− Φ(u) are solutions of problem (4.4).

Proposition 4.6. If 0 ∈ ∂Ψ(u), then u solves the problem (4.4).

Proof. Because 0 ∈ ∂Ψ(u), we have Ψ0(u; v) ≥ 0 for every v ∈ X. Using the
Proposition 4.5 and a property of Clarke derivative we obtain

0 ≤ Ψ0(u; v) ≤ 〈u, v〉+ (−Φ)0(u; v)

= 〈A(u), v〉+ Φ0(u;−v)

≤ 〈A(u), v〉+
∫

RN

F 0
2 (x, u(x),−v(x))dx,

for every v ∈ X. �

4.3. The Palais-Smale and Cerami compactness conditions. In this subsection
we study the situation when the function Ψ satisfies the (PS)c and (CPS)c conditions.
We have the following result.

Proposition 4.7. Let (un) ⊂ X be a (PS)c sequence for the function Ψ : X → R.
If the conditions (F1) and (F2) are fulfilled, then the sequence (un) is bounded in X.

Proof. Because (un) ⊂ X is a (PS)c sequence for the function Ψ, we have Ψ(un) → c

and λΨ(un) → 0. From the condition Ψ(un) → c we get c+1 ≥ Ψ(un) for sufficiently
large n ∈ N.

Because λΨ(un) → 0, ‖un‖ ≥ ‖un‖λΨ(un) for every sufficiently large n ∈ N.
From the definition of λΨ(un) results the existence of an element z?

un
∈ ∂Ψ(un), such
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that λΨ(un) = ‖z?
un
‖?. For every v ∈ X, we have |z?

un
(v)| ≤ ‖z?

un
‖?‖v‖, therefore

‖z?
un
‖?‖v‖ ≥ −z?

un
(v). If we take v = un, then ‖z?

un
‖?‖un‖ ≥ −z?

un
(un).

Using the properties Ψ0(u, v) = max{z?(v) : z? ∈ ∂Ψ(u) } for every v ∈ X,
we have −z?(v) ≥ −Ψ0(u, v) for all z? ∈ ∂Ψ(u) and v ∈ X. If we take u = v = un

and z? = z?
un

, we get −z?
un

(un) ≥ −Ψ0(un, un). Therefore, for every α > 0, we have

1
α
‖un‖ ≥

1
α
‖z?

un
‖?‖un‖ ≥ − 1

α
Ψ0(un, un).

When we add the above inequality with c+ 1 ≥ Ψ(un), we obtain

c+ 1 +
1
α
‖un‖ ≥ Ψ(un)− 1

α
Ψ0(un;un).

Using the above inequality, Ψ0(u, v) ≤ 〈A(u), v〉+ Φ0(u,−v), and Proposition 4.5 we
get

c+ 1 +
1
α
‖un‖

≥ Ψ(un)− 1
α

Ψ0(un;un)

=
1
p
〈A(un), un〉 − Φ(un)− 1

α

(
〈A(un), un〉+ Φ0(un;−un)

)
≥ (

1
p
− 1
α

)〈A(un), un〉 −
∫

Ω

[
F (x, un(x)) +

1
α
F 0

2 (x, un(x);−un(x))
]
dx

≥ (
1
p
− 1
α

)〈A(un), un〉 −
1
α

∫
Ω

g(un(x))dx.

The relation lim|u|→∞
g(u)
|u|p = λ assures the existence of a constant M , such that∫

Ω
g(un(x))dx ≤ M + λ

∫
Ω
|un(x)|pdx. We use again that the inclusion X ↪→ Lp(Ω)

is continuous, that a(u) = 1
p 〈A(u), u〉 and that

a(u) = ‖u‖p〈A(
u

‖u‖
),

u

‖u‖
〉 ≥ κ(1)‖u‖p,

to obtain

c+ 1 + ‖un‖ ≥ (
1
p
− 1
α

)〈A(un), un〉 −
λCp(p)
α

‖un‖p − M

α

≥ κ(1)(α− p)− λCp(p)
α

‖un‖p − M

α
.

From the above inequality, it results that the sequence (un) is bounded. �

Proposition 4.8. If conditions (F1), (F2’) and (F4) hold, then every (CPS)c(c > 0)
sequence (un) ⊂ X for the function Ψ : X → R is bounded in X.
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Proof. Let (un) ⊂ X be a (CPS)c (c > 0) sequence for the function Ψ, i.e. Ψ(un) → c

and (1 + ‖un‖)λΨ(un) → 0. From (1 + ‖un‖)λΨ(un) → 0, we get ‖un‖λΨ(un) → 0
and λΨ(un) → 0. As in Proposition 4.7, there exists z?

un
∈ ∂Ψ(un) such that

1
p
‖z?

un
‖?‖un‖ ≥ −Ψ0(un;

1
p
un).

From this inequality, Proposition 4.5, condition (F2’) and the property Ψ0(u; v) ≤
〈Au, v〉+ Φ0(u;−v) we get

c+ 1 ≥ Ψ(un)− 1
p
Ψ0(un;un)

≥ a(un)− Φ(un)− 1
p

[
〈Aun, un〉+ Φ0(un;−un)

]
≥ −

∫
Ω

[
F (x, un(x)) +

1
p
F 0

2 (x, un(x);−un(x))
]
dx

≥ C‖un‖α
α.

Therefore, the sequence (un) is bounded in Lα(Ω). From the condition (F4) follows
that, for every ε > 0, there exists c(ε) > 0, such that for a.e. x ∈ RN ,

F (x, u(x)) ≤ ε

p
|u(x)|p +

c(ε)
r
|u(x)|r.

After integration, we obtain

Φ(u) ≤ ε

p
‖u‖p

p +
c(ε)
r
‖u‖r

r.

Using the above inequality, the expression of Ψ, and ‖u‖p ≤ C(p)‖u‖, we obtain

κ(1)− εCp(p)
p

‖u‖p ≤ Ψ(u) +
c(ε)
r
‖u‖r

r ≤ c+ 1 + ‖u‖r
r.

Now, we study the behaviour of the sequence (‖un‖r). We have the following two
cases:

(i) If r = α, then it is easy to see that the sequence (‖un‖r) is bounded in R.
(ii) If r ∈ (α, p?) and α > p? r−p

p?−p , then we have

‖u‖r
r ≤ ‖u‖(1−s)α

α · ‖u‖sp?

p? ,

where r = (1− s)α+ sp?, s ∈ (0, 1).

Using the inequality ‖u‖sp?

p? ≤ Csp?

(p)‖u‖sp?

, we obtain

κ(1)− εCp(p)
p

‖u‖p ≤ c+ 1 +
c(ε)
r
‖u‖(1−s)α

α ‖u‖sp?

. (4.14)
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When in the inequality (4.14) we take ε ∈
(
0, κ(1)

Cp(p)

)
and use b), we obtain that the

sequence (un) is bounded in X. �

The main result of this section is as follows.

Theorem 4.9. (Dályai-Varga [11])

1. If the conditions (CE),(F1)-(F4) hold, then Ψ satisfies the (PS)c condition
for every c ∈ R.

2. If the conditions (CE),(F1), (F2’), (F3), and (F4) hold, then Ψ satisfies
the (CPS)c condition for every c > 0.

Proof. Let (un) ⊂ X be a (PS)c(c ∈ R) or a (CPS)c(c > 0) sequence for the function
Ψ(un). Using Propositions 4.7, 4.8 it follows that the sequence (un) is a bounded in
X. Because X is reflexive Banach space follows the existence of an element u ∈ X,
such that un ⇀ u weakly in X. Because the inclusions X ↪→ Lr(RN ) is compact, we
have that un → u strongly in Lr(RN ).

Next we estimate the expressions I1
n = Ψ0(un;un−u) and I2

n = Ψ0(u;u−un).
First we estimate the expression I2

n = Ψ0(u;u − un). We know that Ψ0(u; v) =
max{z?(v) : z? ∈ ∂Ψ(u)}, ∀ v ∈ X. Therefore, there exists z?

u ∈ ∂Ψ(u), such that
Ψ0(u; v) = z?

u(v) for all v ∈ X. From the above relation and from the fact that
un ⇀ u weakly in X, we get Ψ0(u;u− un) = z?

u(u− un) → 0.
Now, we estimate the expression I1

n = Ψ0(un;un − u). From λΨ(un) → 0
follows the existence of a positive real numbers sequence µn → 0, such that
Ψ0(un, un − u) + µn‖un − u‖ ≥ 0.

Now, we estimate the expression In = Φ0(un;u−un)+Φ◦(u;u−un). For the
simplicity in calculus we introduce the notations h1(s) = |s|p−1 and h2(s) = |s|r. For
this we observe that if we use the continuity of the functions h1 and h2, the condition
(F4) implies that for every ε > 0, there exists a c(ε) > 0 such that

max
{
|f(x, s)|, |f(x, s)|

}
≤ εh1(s) + c(ε)h2(s), (4.15)

for a.e. x ∈ RN and for all s ∈ R. Using this relation and Proposition 4.5, we have

In = Φ0(un;u− un) + Φ(u;u− un)

≤
∫

Ω

[
F 0

2 (x, un(x);un(x)− u(x)) + F 0
2 (x, u(x);u(x)− un(x))

]
dx

≤
∫

Ω

[
f(x, un(x))(un(x)− u(x)) + f(x, u(x))(u(x)− un(x))

]
dx

≤ 2ε
∫

Ω

[h1(u(x)) + h1(un(x))] |un(x)− u(x)|dx

+2cε
∫

Ω

[(h2(u(x)) + h2(un(x))] |un(x)− u(x)|dx.
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Using Hölder inequality and that the inclusion X ↪→ Lp(Ω) is continuous, we get

In ≤ 2εC(p)‖un − u‖(‖h1(u)‖p′ + ‖h1(un)‖p′)

+ 2c(ε)‖un − u‖r(‖h2(u)‖r′ + ‖h2(un)‖r′),

where 1
p + 1

p′ = 1 and 1
r + 1

r′ = 1. Using the fact that the inclusion X ↪→ Lr(Ω) is
compact, we get that ‖un − u‖r → 0 as n → ∞. For ε → 0+ and n → ∞ we obtain
that In → 0.

Finally, we use the inequality Ψ0(u; v) ≤ 〈A(u), v〉+ Φ0(u;−v). If we replace
v with −v, we get Ψ0(u,−v) ≤ −〈A(u), v〉+Φ0(u; v), therefore 〈A(u), v〉 ≤ Φ0(u; v)−
Ψ0(u,−v).

In the above inequality we replace u and v by u = un, v = u − un then
u = u, v = un − u and we get

〈A(un), u− un〉 ≤ Φ0(un, u− un)−Ψ0(un;un − u),

〈A(u), un − u〉 ≤ Φ0(u, un − u)−Ψ0(u, u− un).

Adding these relations, we have the following key inequality:

‖un − u‖κ(un − u) ≤ 〈A(un − u), un − u〉

≤
[
Φ0(un;u− un) + Φ(u;u− un)

]
−Ψ0(un;un − u)−Ψ0(u;u− un) = In − I1

n − I2
n.

Using the above relation and the estimations of In, I1
n and I2

n, we obtain

‖un − u‖κ(un − u) ≤ In + µn‖un − u‖ − z?
u(un − u).

If n→∞, from the above inequality we obtain the assertion of the theorem. �

4.4. Existence result. The main result of this subsection is the following.

Theorem 4.10. (Dályai-Varga [11])

1. If conditions (CE),(F1)-(F5) hold, then problem (4.4) has a nontrivial
solution.

2. If conditions (CE), (F1),(F2’), (F3), and (F4) hold, then problem (4.4)
has a nontrivial solution.

Proof. Using (1) in Theorem 4.9, and conditions (F1)-(F4), it follows that the func-
tional Ψ(u) = 1

p 〈A(u), u〉 − Φ(u) satisfies the (PS)c condition for every c ∈ R. From
Corollary 2.19 we verify the following geometric hypotheses:

∃α, ρ > 0, such that Ψ(u) ≥ β on Bρ(0) = {u ∈ X : ‖u‖ = ρ}, (4.16)

Ψ(0) = 0 and there exists v ∈ H \Bρ(0) such that Ψ(v) ≤ 0. (4.17)

39
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For the proof of relation (4.16), we use the relation (F4), i.e. |f(x, s)| ≤
ε|s|p−1 + c(ε)|s|r−1. Integrating this inequality and using that the inclusions X ↪→
Lp(RN ), X ↪→ Lr(RN ) are continuous, we get that

Ψ(u) ≥ κ(1)− εC(p)
p

〈A(u), u〉 − 1
r
c(ε)C(r)‖u‖r

r

≥ κ(1)− εC(p)
p

‖u‖p − 1
r
c(ε)C(r)‖u‖r.

The right member of the inequality is a function χ : R+ → R of the form χ(t) =
Atp − Btr, where A = κ(1)−εC(p)

p , B = 1
r c(ε)C(r). The function χ attains its global

maximum in the point tM = ( pA
rB )

1
r−p . When we take ρ = tM and β ∈]0, χ(tM )], it is

easy to see that the condition (4.16) is fulfilled.
From (F5) we have Ψ(u) ≤ 1

p 〈A(u), u〉+c?‖u‖p
p−c?‖u‖α

α. If we fix an element
v ∈ H \ {0} and in place of u we put tv, then we have

Ψ(tv) ≤ (
1
p
〈A(v), v〉+ c?‖v‖p

p)t
p − c?tα‖v‖α

α.

From this we see that if t is large enough, tv /∈ Bρ(0) and Ψ(tv) < 0. So, the condition
(4.17) is satisfied and Corollary 2.19 assures the existence of a nontrivial critical point
of Ψ.

Now when we use (2) in Theorem 4.9, from conditions (F1), (F2’), (F3), and
(F4), we get that the function Ψ satisfies the condition (CPS)c for every c > 0. Now,
we use Theorem 2.28, which assures the existence of a nontrivial critical point for the
function Ψ. It is sufficient to prove only the relation (4.17), because (4.16) is proved
in the same way.

To prove the relation (4.17) we fix an element u ∈ X and we define the
function h : (0,+∞) → R by h(t) = 1

tF (x, t1/pu)−C p
α−p t

α
p−1|u|α. The function h is

locally Lipschitz. We fix a number t > 1, and from the Lebourg’s main value theorem
follows the existence of an element τ ∈ (1, t) such that

h(t)− h(1) ∈ ∂th(τ)(t− 1),

where ∂t denotes the generalized gradient of Clarke with respect to t ∈ R. From the
Chain Rules we have

∂tF (x, t1/pu) ⊂ 1
p
∂F (x, t1/pu)t

1
p−1u.

Also we have

∂th(t) ⊂ − 1
t2
F (x, t1/pu) +

1
t
∂F (x, t1/pu)t

1
p−1u− Ct

α
p−2|u|α.
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Therefore,

h(t)− h(1) ⊂ ∂th(τ)(t− 1)

⊂ − 1
t2

[
F (x, t1/pu)− t1/pu∂F (x, t1/pu) + C|t1/pu|α

]
(t− 1).

Using the relation (F2’), we obtain that h(t) ≥ h(1) ; therefore,

1
t
F (x, t1/pu)− C

p

α− p
t

α
p−1|u|α ≥ F (x, u)− C

p

α− p
|u|α.

From this inequality, we get

F (x, t1/p) ≥ tF (x, u) + C
p

α− p
[tα/p − t]|u|α, (4.18)

for every t > 1 and u ∈ R. Let us fix an element u0 ∈ X \ {0}; then for every t > 1,
we have

Ψ(t1/pu0) =
1
p
〈A(t1/pu0), t1/pu0〉 −

∫
RN

F (x, t1/pu0(x))dx

≤ t

p
〈Au0, u0〉 − t

∫
RN

F (x, u0(x))dx− C
p

α− p
[tα/p − t]‖u0‖α

α.

If t is sufficiently large, then for v0 = t1/pu0 we have Ψ(v0) ≤ 0. This ends
the proof. �

In general the inclusion X ↪→ Lr(Ω) is not compact and we impose some
invariant properties. So, let G be the compact topological group O(N) or a subgroup
of O(N). We suppose that G acts continuously and linear isometrically on the Banach
space X. We denote by

XG = {u ∈ H : gx = x for all g ∈ G}

the fixed point set of the action G on X. It is well known that XG is a closed subspace
of X. In several applications the condition (CE) is replaced by the condition

(CEG) The embeddings XG ↪→ Lr(RN ) are compact (p < r < p?).

We suppose that the potential a : X → R of the operator A : X → X? is
G-invariant and the next condition for the function f : RN × R → R holds:

(F6) For a.e. x ∈ RN and for every g ∈ G, s ∈ R we have f(gx, s) = f(x, s).

If we use the Principle of Symmetric Criticality for locally Lipschitz functions, see
Remark 3.9, from the above theorem we obtain the following corollary, which is useful
in the applications.

Corollary 4.11. We suppose that the potential a : X → R is G-invariant and (F6)
is satisfied. Then the following assertions hold.
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ALEXANDRU KRISTÁLY AND CSABA VARGA

(a) If the conditions (CEG),(F1)-(F5) are fulfilled, then problem (4.4) has a
nontrivial solution.

(b) If the conditions (CEG), (F1), (F2’), F3), and (F4) are fulfilled, then
problem (4.4) has a nontrivial solution.

5. A multiplicity result for hemivariational inequalities

In this section we state a multiplicity result for a particular hemivariational
inequality. These results appear in the paper of Faraci, Iannizzotto, Lisei and Varga
[15]. Let Ω ⊂ RN (N ≥ 2) be an unbounded domain with smooth boundary ∂Ω,
p ∈]1, N [ be a real number. Throughout in this section X denotes a separable,
uniformly convex Banach space with strictly convex topological dual; moreover, we
assume that the condition (CE) holds. In the sequel, X will denote a (real) Banach
space (with norm ‖ · ‖) and X? its topological dual (with norm ‖ · ‖?); by 〈·, ·〉 we will
denote the duality pairing between X? and X.

The next Lemma introduces the duality mapping on the space X, related to
the weight function t→ tp−1:

Lemma 5.1. ([8], Propositions 2.2.2, 2.2.4) Let X be a Banach space with strictly
convex dual, p > 1 a real number. Then, there exists a mapping A : X → X? such
that for all x ∈ X

(DM1): ‖A(x)‖? = ‖x‖p−1;
(DM2): 〈A(x), x〉 = ‖A(x)‖?‖x‖.

Moreover, for all x, y ∈ X

〈A(x)−A(y), x− y〉 ≥
(
‖x‖p−1 − ‖y‖p−1

)
(‖x‖ − ‖y‖).

The functional x→ ‖x‖p

p
is Gâteaux differentiable with derivative A.

Let F : R → R be a locally Lipschitz, non-zero function such that F (0) = 0
and

(F ): there exist k > 0, q ∈]0, p − 1[ such that |ξ| ≤ k|s|q for all s ∈ R,
ξ ∈ ∂F (s).

Let b : Ω → R be a non-negative, not zero function such that

(b): b ∈ L1(Ω) ∩ L∞(Ω) ∩ Lν(Ω), where ν =
r

r − (q + 1)
.

The problem studied in this section is the following.
Find u0 ∈ X, λ > 0 such that

(Pλ) 〈A(u− u0), v〉+ λ

∫
Ω

b(x)F ◦(u(x);−v(x))dx ≥ 0 for all v ∈ X
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Our approach to problem (Pλ) is variational. Given u0 ∈ X and λ > 0, the
energy functional I : X → R associated to the problem (Pλ) is defined by

I(u) =
‖u− u0‖p

p
− λJ(u).

As in Proposition 4.6 follows that the critical points of I are solutions of the problem
(Pλ).

Let us define the functional J : X → R by

J(u) =
∫

Ω

b(x)F (u(x))dx

for all u ∈ X.

Lemma 5.2. The functional J is well-defined, locally Lipschitz, sequentially weakly
continuous and satisfies

J◦(u; v) ≤
∫

Ω

b(x)F ◦(u(x); v(x))dx for all u, v ∈ X.

Proof. In the same way as in Proposition 4.4 follows that J is locally Lipschitz and
from Proposition 4.5 follows the inequality. We prove now that J is sequentially
weakly continuous: let {un} be a sequence in X, weakly convergent to some ū ∈ X.
Due to condition (CE), there is a subsequence, still denoted by {un}, such that
‖un − ū‖r → 0; then, by well-known results, we may assume that un → ū a.e. in Ω
and there exists a positive function g ∈ Lr(Ω) such that |un(x)| ≤ g(x) for all n ∈ N
and almost all x ∈ Ω. By the Lebesgue Theorem, {J(un)} tends to J(ū). �

Before to prove the main result of this section we recall two results.

Theorem 5.3. ([60, Theorem 1 and Remark 1]) Let X be a topological space, Λ a
real interval, and f : X × Λ → R a function satisfying the following conditions:

(A1) for every x ∈ X, the function f(x, ·) is quasi-concave and continuous;
(A2) for every λ ∈ Λ, the function f(·, λ) is lower semicontinuous and each of

its local minima is a global minimum;
(A3) there exist ρ0 > supΛ infX f and λ0 ∈ Λ such that {x ∈ X : f(x, λ0) ≤

ρ0} is compact.

Then,

sup
Λ

inf
X
f = inf

X
sup
Λ
f.

Theorem 5.4. ([65, Theorem 2], [13, Lemma 1]) Let X be a uniformly convex Banach
space, with strictly convex topological dual, M a sequentially weakly closed, non-convex
subset of X.
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Then, for any convex, dense subset S of X, there exists x0 ∈ S such that the set

{y ∈M : ‖y − x0‖ = d(x0,M)}

has at least two points.

The main result of this section is the following and appear in the paper of
Faraci, Iannizzotto, Lisei, and Varga [15].

Theorem 5.5. (Faraci-Iannizzotto-Lisei-Varga [15]) Let Ω ⊂ RN be an unbounded
domain with smooth boundary ∂Ω (N ≥ 2), p ∈]1, N [ be a real number, X be a sepa-
rable, uniformly convex Banach space with strictly convex topological dual, satisfying
(E). Let F : R → R be a locally Lipschitz, non-zero function satisfying F (0) = 0 and
(F ), b : Ω → R be a non-negative, not zero function satisfying (b).

Then, for every σ ∈] infX J, supX J [ and every u0 ∈ J−1(]−∞, σ[) one of the
following conditions is true:

(B1) there exists λ > 0 such that the problem (Pλ) has at least three solutions
in X;

(B2) there exists v ∈ J−1(σ) such that, for all u ∈ J−1([σ,+∞[), u 6= v,

‖u− u0‖ > ‖v − u0‖.

Proof. Fix σ and u0 as in the thesis, and assume that (B1) does not hold: we shall
prove that (B2) is true.

Putting Λ = [0,+∞[ and endowing X with the weak topology, we define the
function f : X × Λ → R by

f(u, λ) =
‖u− u0‖p

p
+ λ(σ − J(u)),

which satisfies all the hypotheses of Theorem 5.3. Indeed, conditions (A1), (A3) are
trivial.

In examining condition (A2), let λ ≥ 0 be fixed: we first observe that, by
Lemma 5.2, the functional f(·, λ) is sequentially weakly lower semicontinuous (l.s.c.).

Moreover, f(·, λ) is coercive: indeed, for all u ∈ X we have

f(u, λ) ≥ ‖u‖p

(
‖u− u0‖p

p ‖u‖p
− λ k cq+1

r ‖b‖ν‖u‖(q+1)−p

)
+ λσ,

and the latter goes to +∞ as ‖u‖ → +∞. As a consequence of the Eberlein-Smulyan
theorem, the outcome is that f(·, λ) is weakly l.s.c..

We need to check that every local minimum of f(·, λ) is a global minimum.
Arguing by contradiction, suppose that f(·, λ) admits a local, non global minimum;
besides, being coercive, it has a global minimum too, that is, it has two strong local
minima.
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We now prove that f(·, λ) fulfills the Palais-Smale condition: let {un} be a
sequence satisfying (PS1), (PS2). From (PS1), together with the coercivity of f(·, λ),
it follows that {un} is bounded, hence we can find a subsequence, which we still denote
{un}, weakly convergent to a point ū ∈ X. By condition (CE) we can choose {un}
to be convergent to ū with respect to the norm of Lr(Ω).

Fix ε > 0. As the sequence {εn} from (PS2) tends to 0, for n ∈ N big enough
we have

εn‖un − ū‖ < ε

2
,

so, from (PS2) and Lemma 5.2 it follows

0 ≤ f◦(un, λ; ū− un) +
ε

2

≤ 〈A(un − u0), ū− un〉+ λ

∫
Ω

b(x)F ◦(un(x);un(x)− ū(x))dx+
ε

2

(f◦(·, λ; ·) denotes the generalized directional derivative of the locally Lipschitz func-
tional f(·, λ)). Moreover, for n big enough∣∣∣∣∫

Ω

b(x)F ◦(un(x);un(x)− ū(x))dx
∣∣∣∣ ≤ k

∫
Ω

b(x)|un(x)|q|un(x)− ū(x)|dx

≤ k cqr‖b‖ν‖un‖q‖un − ū‖r <
ε

2λ
.

Hence

〈A(un − u0), un − ū〉 < ε

for n ∈ N big enough. On the other hand, 〈A(ū−u0), un − ū〉 tends to zero as n goes
to infinity. From the previous computations, it follows that

lim sup
n

〈A(un − u0)−A(ū− u0), un − ū〉 ≤ 0. (5.1)

Applying Lemma 5.1, we obtain that

〈A(un − u0)−A(ū− u0), un − ū〉

≥
(
‖un − u0‖p−1 − ‖ū− u0‖p−1

)
(‖un − u0‖ − ‖ū− u0‖) ≥ 0.

From the previous inequality and (5.1), we deduce that ‖un − u0‖ → ‖ū − u0‖ and
this, together with the weak convergence, implies that {un} tends to ū in X: that is,
the Palais-Smale condition is fulfilled.

Then, we can apply Theorem 2.20, deducing that f(·, λ) (or equivalently the
energy functional I) admits a third critical point: by Proposition 4.6, the inequal-
ity (Pλ) should have at least three solutions in X, against our assumption. Thus,
condition (A2) is fulfilled.
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Now Theorem 5.3 assures that

sup
λ∈Λ

inf
u∈X

f(u, λ) = inf
u∈X

sup
λ∈Λ

f(u, λ) =: α. (5.2)

Notice that the function λ→ infu∈X f(u, λ) is upper semicontinuous in Λ, and tends
to −∞ as λ → +∞ (since σ < supX J): hence, it attains its supremum in λ? ∈ Λ,
that is

α = inf
u∈X

(
‖u− u0‖p

p
+ λ?(σ − J(u))

)
. (5.3)

The infimum in the right hand side of (5.2) is easily determined as

α = inf
u∈J−1([σ,+∞[)

‖u− u0‖p

p
=
‖v − u0‖p

p

for some v ∈ J−1([σ,+∞[).
It is easily seen that v ∈ J−1(σ). Hence

α = inf
u∈J−1(σ)

‖u− u0‖p

p
(in particular α > 0). (5.4)

By (5.3) and (5.4) it follows that

inf
u∈X

(
‖u− u0‖p

p
− λ?J(u)

)
= inf

u∈J−1(σ)

(
‖u− u0‖p

p
− λ?J(u)

)
. (5.5)

We deduce that λ? > 0: if λ? = 0, indeed, (5.5) would become α = 0, against (5.4).
Now we can prove (B2). Arguing by contradiction, let w ∈ J−1([σ,+∞[)\{v}

be such that ‖w−u0‖ = ‖v−u0‖. As above, we have that w ∈ J−1(σ), and so both w
and v are global minima of the functional I (for λ = λ?) over J−1(σ), hence, by (5.5),
over X. Thus, applying Theorem 2.20, we obtain that I has at least three critical
points, against the assumption that (B1) does not hold (recall that λ? is positive).
This concludes the proof. �

In the next Corollary, the alternative of Theorem 5.5 is resolved, under a very
general assumption on the functional J , and so we are led to a multiplicity result for
the hemivariational inequality (Pλ) (for suitable data u0, λ).

Corollary 5.6. (Faraci-Iannizzotto-Lisei-Varga [15]) Let Ω, p, X, F , b be as in
Theorem 5.5 and let S be a convex, dense subset of X. Moreover, let J−1([σ,+∞[)
be not convex for some σ ∈] infX J, supX J [.
Then, there exist u0 ∈ J−1(] −∞, σ[) ∩ S and λ > 0 such that problem (Pλ) admits
at least three solutions in X.

Proof. Since J is sequentially weakly continuous (Lemma 5.2), the set M =
J−1([σ,+∞[) is sequentially weakly closed.
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By Theorem 5.4 we get that, for some u0 ∈ S, there exist two distinct points
v1, v2 ∈M satisfying

‖v1 − u0‖ = ‖v2 − u0‖ = dist(u0,M).

Clearly u0 /∈M , that is, J(u0) < σ. In the framework of Theorem 5.5, condition (B2)
is false, so (B1) must be true: there exists λ > 0 such that (Pλ) has at least three
solutions in X. �

6. Applications

6.1. Existence results for a particular hemivariational inequality. In this
subsection we give some concrete applications of Theorem 4.10. In the first two
examples we suppose that X is a Hilbert space with the inner product 〈·, ·〉.

Let f : RN ×R → R be a measurable function as in the section 4, i.e. satisfies
the conditions (F1), (F2), (F’2) and (F3)-(F5).

Application 1. We consider the function V ∈ C(RN ,R) which satisfies the
following conditions:

(a) V (x) > 0 for all x ∈ RN

(b) V (x) → +∞ as |x| → +∞.

Let X be the Hilbert space defined by

X = {u ∈ H1(RN ) :
∫

(|∇u(x)|2 + V (x)|u(x)|2)dx <∞},

with the inner product

〈u, v〉 =
∫

(∇u∇v + V (x)uv)dx.

It is well known that if the conditions (a) and (b) are fulfilled then the inclusion
X ↪→ L2(RN ) is compact, see [17], therefore the condition (CE) is satisfied.

Now we formulate the problem.
Find a positive u ∈ X such that for every v ∈ X we have∫

RN

(∇u∇v + V (x)uv)dx+
∫

RN

F 0
2 (x, u(x);−v(x))dx ≥ 0. (6.1)

We have the following result.

Corollary 6.1. 1. If conditions (F1)-(F5) and (a)-(b) hold, then problem
(6.1) has a nontrivial positive solution.

2. If conditions (F1),(F2’), (F3), (F4) and (a)-(b) hold, then problem (6.1)
has a nontrivial positive solution.
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Proof. We replace the function f by f+ : RN × R → R defined by

f+(x, u) =

f(x, u) if u ≥ 0;

0, if u < 0
(6.2)

and use (2) in Theorem 4.10. �

Application 2. Now, we consider Au := −4 u+ |x|2u for u ∈ D(A), where

D(A) := {u ∈ L2(RN ) : Au ∈ L2(RN )}.

Here | · | denotes the Euclidian norm of RN . In this case the Hilbert space X is defined
by

X = { u ∈ L2(RN ) :
∫

RN

(|∇u|2 + |x|2u2)dx <∞},

with the inner product

〈u, v〉 =
∫

RN

(∇u∇v + |x|2uv)dx.

The inclusion X ↪→ Ls(RN ) is compact for s ∈ [2, 2N
N−2 ), see Kavian [21, Exercise 20,

pp. 278]. Therefore, the condition (CE) is satisfied.
Now, we formulate the next problem.
Find a positive u ∈ X such that for every v ∈ X we have∫

RN

(∇u∇v + |x|2uv)dx+
∫

RN

F 0
2 (x, u(x);−v(x))dx ≥ 0. (6.3)

Corollary 6.2. 1. If conditions (F1)-(F5) hold, then problem (6.3) has a
positive solution.

2. If conditions (F1),(F2’), (F3), and (F4) hold, then problem (6.3) has a
positive solution.

Application 3. In this example we suppose that G is a subgroup of the
group O(N). Let Ω be an unbounded domain in RN with smooth boundary ∂Ω, and
the elements of G leave Ω invariant, i.e. g(Ω) = Ω for every g ∈ G. We suppose that
Ω is compatible with G, see the book of Willem [67, Definition 1.22]. The action of
G on X = W 1,p

0 (Ω) is defined by

gu(x) := u(g−1x).

The subspace of invariant function XG is defined by

XG := {u ∈ X : gu = u, ∀g ∈ G }.

The norm on X is defined by

‖u‖ =
(∫

Ω

(|∇u|p + |u|p)dx
)1/p

.
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If Ω is compatible with G, then the embeddings X ↪→ Ls(Ω), with p < s < p? are
compact, see the paper of Kobayashi and Otani [22]. Therefore the condition (CEG)
is satisfied.

We consider the potential a : X → R defined by a(u) = 1
p‖u‖

p. This function
is G-invariant because the action of G is isometric on X. The Gateaux differential
A : X → X? of the function a : X → R is given by

〈Au, v〉 =
∫

Ω

(
|∇u|p−2∇u∇v + |u|p−2uv

)
dx.

The operator A is homogeneous of degree p−1 and strongly monotone, because p ≥ 2.
Now, we formulate the following problem.
Find u ∈ X \ {0} such that for every v ∈ X we have∫

Ω

(
|∇u|p−2∇u∇v + |u|p−2uv

)
dx+

∫
Ω

F 0
2 (x, u(x);−v(x))dx ≥ 0. (6.4)

We have the following result.

Corollary 6.3. (a) If conditions (F1)-(F6) are fulfilled, then problem (6.4)
has a nontrivial symmetric solution.

(b) If conditions (F1), (F2’), (F3), (F4) and (F6) are fulfilled, then problem
(6.4) has a nontrivial symmetric solution.

6.2. Multiplicity results for some hemivariational inequalities. In this sub-
section we state a multiplicity result for a particular hemivariational inequality as
application of Corollary 5.6. Let Ω ⊂ RN (N ≥ 2) be an unbounded domain with
smooth boundary ∂Ω, p ∈]1, N [ be a real number. As in Section 5, let F : R → R be
a locally Lipschitz, non-zero function such that F (0) = 0 and

(F ): there exist k > 0, q ∈]0, p − 1[ such that |ξ| ≤ k|s|q for all s ∈ R,
ξ ∈ ∂F (s).

Let b : Ω → R be a non-negative, not zero function such that

(b): b ∈ L1(Ω) ∩ L∞(Ω) ∩ Lν(Ω), where ν =
r

r − (q + 1)
.

We suppose that F is not a quasi-concave function, that is:

(C): there exists ρ ∈] infR F, supR F [ such that F−1([ρ,+∞[) is not convex.

6.2.1. First application. Let V : Ω → R be a continuous potential satisfying the
following conditions:

(V1) infΩ V > 0;
(V2) for every M > 0 the set {x ∈ Ω : V (x) ≤M} has finite Lebesgue measure
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(note that in particular, condition (V2) is fulfilled whenever V is coercive). We intro-
duce the space

X =
{
u ∈W 1,p(Ω) :

∫
Ω

(|∇u(x)|p + V (x)|u(x)|p)dx <∞
}

endowed with the norm

‖u‖ =
(∫

Ω

(|∇u(x)|p + V (x)|u(x)|p)dx
) 1

p

.

With the definitions above, for all u0 ∈ X, λ > 0, our problem (Pλ) reads as follows:∫
Ω

(|∇(u(x)− u0(x))|p−2∇(u(x)− u0(x)) · ∇v(x)

+V (x)|u(x)− u0(x)|p−2(u(x)− u0(x))v(x))dx

+λ
∫

Ω

b(x)F ◦(u(x);−v(x))dx ≥ 0 for all v ∈ X.

We can state the following multiplicity result:

Corollary 6.4. Let Ω, p, V , X be as above; F , b be as in Theorem 5.5 (with ν =
p/(p− (q+1)) in condition (b)); S be a convex, dense subset of X. Moreover, assume
that condition (C) is satisfied. Then, there exist u0 ∈ S and λ > 0 such that the
problem (Pλ) admits at least three solutions in X.

Proof. We observe that X is a separable, uniformly convex Banach space with strictly
convex topological dual, and that C∞c (Ω) ⊂ X; moreover, the conditions (V1), (V2)
guarantee that the space X is compactly embedded in Lp(Ω) (see [4] for the case
p = 2), so condition (E) is satisfied with r = p. Since b is not zero, there exist a point
x0 ∈ Ω and R > 0 such that

b1 =
∫

B

b(x)dx > 0,

where B is the open ball centered in x0 with radius R, contained in Ω.
By condition (C), we can assume, without loss of generality, that there exist

real numbers s1 < s2 < s3 such that F (s1), F (s3) > ρ, F (s2) < ρ. Now we prove that
the functional J admits a non-convex superlevel set. Choose ε > 0, R1 > R with

‖b‖∞Mmeas(A) < ε < b1|F (si)− ρ| (i = 1, 2, 3),

where A = {x ∈ Ω : R < |x− x0| < R1} and M = max{|F (t)| : |t| ≤ |si|, i = 1, 2, 3}.
There exists u1 ∈ C∞c (Ω) such that

u1(x) =

{
s1 if x ∈ B
0 if x ∈ Ω \ (A ∪B)
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and ‖u1‖∞ = |s1|; define, also, u2, u3 ∈ C∞c (Ω) by putting u2 = (s2/s1)u1, u3 =
(s3/s1)u1 (we assume s1 6= 0). Thus,

J(u1) =
∫

B

b(x)F (s1)dx+
∫

A

b(x)F (u1(x))dx

≥ b1F (s1)−M‖b‖∞meas(A)

≥ b1F (s1)− ε

> b1ρ.

Analogously, we get

J(u2) < b1ρ, J(u3) > b1ρ.

Then, since u2 lies on the segment joining u1 and u3, it is proved that J−1([b1ρ,+∞[)
is not convex. An application of Corollary 5.6 yields the existence of a function
u0 ∈ J−1(]−∞, b1ρ[)∩ S and λ > 0 such that (Pλ) has at least three solutions in X.
�

Example 6.5. In this example we prove the existence of a continuous function g :
RN → R and a positive λ such that the equation

(Eλ) −∆u+ V (x)u = λb(x)H(u− 1)(lnu− 1) + g(x) in RN

(where V is a positive and coercive potential and H is the Heaviside function) admits
at least three solutions in H2(RN ) More precisely, let V : RN → R be a continuous,
positive and coercive function, X be as above with p = 2 < N , b be as in Theorem
5.5. Recall that the Heaviside function H : R → R is defined by

H(s) =

{
0 if s ≤ 0
1 if s > 0

,

and put

f(s) = H(s− 1)(ln s− 1) for all s ∈ R

(with obvious meaning for s ≤ 0). We denote, for all s ∈ R,

f−(s) = lim
δ→0+

inf
|t−s|<δ

f(t), f+(s) = lim
δ→0+

sup
|t−s|<δ

f(t).

Following Chang [9], for all continuous g : RN → R and λ > 0, by a weak solution of
(Eλ) we mean a function u ∈ H2(RN ) such that, for almost every x ∈ RN ,

−∆u(x) + V (x)u(x) ∈ g(x) + λb(x)[f−(u(x)), f+(u(x))]. (6.5)

It is easily seen that the function F : R → R defined by

F (s) =
∫ s

0

f(t)dt
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is locally Lipschitz and satisfies the condition (F ) with arbitrary q ∈]0, 1[ for k big
enough; moreover, for all ρ ∈]2−e, 0] the set F−1([ρ,+∞[) is not convex, so condition
(C) is fulfilled. Taking S = C∞c (RN ), we can apply Corollary 6.4: thus, we find u0 ∈ S
and λ > 0 such that the hemivariational inequality∫

RN

(∇(u(x)− u0(x)) · ∇v(x) + V (x)(u(x)− u0(x))v(x)) dx+

+λ
∫

RN

b(x)F ◦(u(x);−v(x))dx ≥ 0 for all v ∈ X

admits at least three solutions in X. Let u be one of these: by standard regularity
results, we get u ∈ H1

0 (RN )∩H2(RN ); arguing as in [9], we find that u satisfies (6.5)
with

g(x) = −∆u0(x) + V (x)u0(x) for all x ∈ RN .

Thus, (Eλ) has at least three weak solutions.

6.2.2. Second application. Here we give an application of Corollary 5.6 combined with
the Principle of Symmetric Criticality for locally Lipschitz functions. Let Ω be an
unbounded domain in RN (N > 2) with smooth boundary, such that 0 ∈ Ω, and G

be a closed subgroup of O(N) which leaves Ω invariant, i.e. g(Ω) = Ω for all g ∈ G.
We assume that Ω is compatible with G, that is, there exists r > 0 such that

m(x, r,G) →∞ as dist(x,Ω) ≤ r, |x| → ∞,

where

m(x, r,G) = sup {n ∈ N : ∃ g1, g2, · · · gn ∈ G s.t. B(gix, r) ∩B(gjx, r) = ∅ if i 6= j} .

We consider the space X = W 1,p
0 (Ω) endowed with the norm

‖u‖ =
(∫

Ω

(|∇u(x)|p + |u(x)|p)dx
) 1

p

.

Our problem is the following: For u0 ∈ X, λ > 0, find u ∈ X such that∫
Ω

(|∇(u(x)− u0(x))|p−2∇(u(x)− u0(x)) · ∇v(x)

+|u(x)− u0(x)|p−2(u(x)− u0(x))v(x))dx

+λ
∫

Ω

b(x)F ◦(u(x);−v(x))dx ≥ 0 for all v ∈ X.

We define the action of the group G over the space X as follows:

gu(x) = u(g−1x) for all g ∈ G, u ∈ X,x ∈ Ω.

We observe that G acts linearly and isometrically on X, i.e., the action G×X → X

which maps (g, u) into gu is continuous and, for every g ∈ G, the map u → gu is
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linear and ||gu|| = ||u|| for every u ∈ X. The group G induces an action of the same
type on the dual space X? defined by 〈gu?, u〉 = 〈u?, g−1u〉 for every g ∈ G, u ∈ X

and u? ∈ X?.

We introduce the set

XG = {u ∈ X : gu = u for all g ∈ G}

of the fixed points of X under the action of G, and observe that XG is a Banach space
(which inherits all the properties of X), whose dual coincides with the fixed point set
of X? under the action of G, denoted (XG)?. From [22, Proposition 4.2], follows that
XG is compactly embedded in Lr(Ω) for all r ∈]p, p?[.

We have the following result.

Corollary 6.6. Let Ω, p, X, G be as above, S be a convex, dense subset of XG.
Let F be as in Theorem 5.5 and satisfying condition (C). Also, let b : Ω → R be
a non-negative, G-invariant function (that is, b(gx) = b(x) for all g ∈ G, x ∈ Ω)
satisfying condition (b) and such that∫

B

b(x)dx > 0 (B = B(0, R) for some R > 0 small enough).

Then, there exist u0 ∈ S and λ > 0 such that the problem (Pλ) admits at least three
solutions lying in XG.

Proof. We are going to apply Corollary 5.6 to the space XG and to the functional
J |XG : first, we note that XG is separable and uniformly convex, and that (XG)?

is strictly convex (as a subspace of X?); moreover, the space XG satisfies condition
(CEG) for any r ∈]p, p?[.

In order to see that J |XG admits a non-convex superlevel set, we argue as
in the proof of Corollary 6.4, putting x0 = 0 and choosing the functions u1, u2, u3 ∈
C∞c (Ω) radially symmetric (so, in particular, lying in XG).

Thus, by Corollary 5.6 , there exist u0 ∈ S and λ > 0 such that the energy
functional I|XG has at least three critical points in XG.

Now we prove that I is G-invariant onX. Let g ∈ G and u ∈ X; recalling that
u0 ∈ XG, G acts isometrically over X and b is G-invariant, we obtain the following
equalities:

I(gu) =
1
p
‖gu− u0‖p −

∫
Ω

b(x)F (gu(x))dx

=
1
p
‖g(u− u0)‖p −

∫
Ω

b(x)F (u(g−1x))dx

=
1
p
‖u− u0‖p −

∫
Ω

b(y)F (u(y))dy = I(u).
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Then, applying Theorem 6.13, we deduce that the critical points of I|XG are actually
critical points of I. We can conclude that problem (Pλ) has at least three symmetric
solutions. �

Next we give an example, in order to highlight the generality of our hypothe-
ses:

Example 6.7. Put N = 3 and define the unbounded domain

Ω = {(x1, x2, x3) ∈ R3 : |x3| < x2
1 + x2

2 + 1}.

Then, consider the closed subgroup of O(3) defined by G = O(2)×{id}, whose action
on X = W 1,p

0 (Ω) (1 < p < N) is expressed as follows: for all g = (g̃, id) ∈ G, and for
all u ∈ X, (x1, x2, x3) ∈ Ω we set

gu(x1, x2, x3) = u(g̃−1(x1, x2), x3).

It is easily seen that Ω is G-invariant and compatible with G, and that the subspace
XG of the fixed points of X under the action of G is the set of all u ∈ X with a
cylindric symmetry, that is,

u(x1, x2, x3) = u(y1, y2, x3) if x2
1 + x2

2 = y2
1 + y2

1 .

Let q ∈]0, p− 1[ be a real number, F : R → R be defined by

F (s) = 1−
∣∣|s|q+1 − 1

∣∣ for all s ∈ R.

It is easily seen that F is a locally Lipschitz function, satisfying F (0) = 0 and condi-
tions (F ) (with k = q + 1) and (C) (for all ρ ∈]0, 1]).

Moreover, we consider a non-negative function b : Ω → R, having a cylin-
dric symmetry and satisfying condition (b) and we assume that b is positive in a
neighborhood of 0.

In such a setting, Corollary 6.6 applies: thus, there exist u0 ∈ XG, λ > 0 such
that the hemivariational inequality (Pλ) admits at least three solutions, and each of
them has a cylindric symmetry.

6.3. Some differential inclusion problems in RN . In this subsection we give
two applications for some differential inclusions problems. The first application is a
differential inclusion problem with two parameters. This result appears in the paper
of Kristály, Marzantowicz and Varga [28].

Let p > 2 and F : R → R be a locally Lipschitz function such that

(F̃1) lim
t→0

max{|ξ| : ξ ∈ ∂F (t)}
|t|p−1 = 0;

(F̃2) lim sup
|t|→+∞

F (t)
|t|p

≤ 0;
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(F̃3) There exists t̃ ∈ R such that F (t̃) > 0, and F (0) = 0.
Here we study the differential inclusion problem

(P̃λ,µ)

{
−4pu+ |u|p−2u ∈ λα(x)∂F (u(x)) + µβ(x)∂G(u(x)) on RN ,

u(x) → 0 as |x| → ∞,

where p > N ≥ 2, the numbers λ, µ are positive, and G : R → R is any locally
Lipschitz function. Furthermore, we assume that β ∈ L1(RN ) is any function, and
(α̃) α ∈ L1(RN ) ∩ L∞loc(RN ), α ≥ 0, and supR>0 essinf |x|≤Rα(x) > 0.

The functional space where our solutions are going to be sought is the usual
Sobolev space W 1,p(RN ), endowed with the norm

‖u‖ =
(∫

RN

|∇u(x)|p +
∫

RN

|u(x)|p
)1/p

.

Definition 6.8. We say that u ∈ W 1,p(RN ) is a solution of problem (P̃λ,µ), if there
exist ξF (x) ∈ ∂F (u(x)) and ξG(x) ∈ ∂G(u(x)) for almost every x ∈ RN such that for
all v ∈W 1,p(RN ) we have∫

RN

(|∇u|p−2∇u∇v + |u|p−2uv)dx = λ

∫
RN

α(x)ξF vdx+ µ

∫
RN

β(x)ξGvdx. (6.6)

Remark 6.9. (a) The terms in the right hand side of (6.6) are well-defined. Indeed,
due to Morrey’s embedding theorem, i.e., W 1,p(RN ) ↪→ L∞(RN ) is continuous (p >
N), we have u ∈ L∞(RN ). Thus, there exists a compact interval I ⊂ R such that
u(x) ∈ I for a.e. x ∈ RN . Since the set-valued mapping ∂F is upper-semicontinuous,
the set ∂F (I) ⊂ R is bounded; let CF = sup |∂F (I)|. Therefore,

|
∫

RN

α(x)ξF vdx| ≤ CF ‖α‖L1‖v‖∞ <∞.

Similar argument holds for the function G.
(b) Since p > N , any element u ∈ W 1,p(RN ) is homoclinic, i.e., u(x) → 0 as

|x| → ∞, see Brézis [7, Théorème IX.12].

Remark 6.10. An upper bound for the embedding constant c∞ of W 1,p(RN ) ↪→
L∞(RN ), is 2p(p−N)−1 (see [7]), i.e. c∞ ≤ 2p(p−N)−1.

Remark 6.11. Every function u ∈ W 1,p(RN ) (p > N) admits a continuous repre-
sentation, see [7, p. 166]; in the sequel, we will replace u by this element.

Note that no hypothesis on the growth of G is assumed; therefore, the last
term in (P̃λ,µ) may have an arbitrary growth. However, assumption (α̃) together
with (F̃3) guarantee the existence of non-trivial solutions for (P̃λ,µ). The embedding
W 1,p(RN ) ↪→ L∞(RN ) is continuous (due to Morrey’s theorem (p > N)), bit it is not
compact. We overcome this gap by introducing the subspace of radially symmetric
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functions of W 1,p(RN ). The action of the orthogonal group O(N) on W 1,p(RN ) can
be defined by (gu)(x) = u(g−1x), for every g ∈ O(N), u ∈ W 1,p(RN ), x ∈ RN . It
is clear that this group acts linearly and isometrically; in particular ‖gu‖ = ‖u‖ for
every g ∈ O(N) and u ∈W 1,p(RN ).

We denote by

W 1,p
rad(RN ) = {u ∈W 1,p(RN ) : gu = u for all g ∈ O(N)},

the subspace of radially symmetric functions of W 1,p(RN ).
We have the following result, which is contained in the paper of Kristály [30].

Proposition 6.12. ( Kristály [30] ) The embedding W 1,p
rad(RN ) ↪→ L∞(RN ) is compact

whenever 2 ≤ N < p <∞.

Proof. Let un be a bounded sequence in W 1,p
rad(RN ). Up to a subsequence, un ⇀ u in

W 1,p
rad(RN ) for some u ∈W 1,p

rad(RN ). Let ρ > 0 be an arbitrarily fixed number. Due to
the radially symmetric properties of u and un, we have

‖un − u‖W 1,p(BN (g1y,ρ)) = ‖un − u‖W 1,p(BN (g2y,ρ)) (6.7)

for every g1, g2 ∈ O(N) and y ∈ RN . For a fixed y ∈ RN , we can define

m(y, ρ) = sup{n ∈ N : ∃gi ∈ O(N), i ∈ {1, ..., n} such that

BN (giy, ρ) ∩BN (gjy, ρ) = ∅, ∀ i 6= j}.

By virtue of (6.7), for every y ∈ RN and n ∈ N, we have

‖un − u‖W 1,p(BN (y,ρ)) ≤
‖un − u‖W 1,p

m(y, ρ)
≤

supn∈N ‖un‖W1,p + ‖u‖W 1,p

m(y, ρ)
.

The right hand side does not depend on n, and m(y, ρ) → +∞ whenever |y| → +∞
(ρ is kept fixed, and N ≥ 2). Thus, for every ε > 0 there exists Rε > 0 such that for
every y ∈ RN with |y| ≥ Rε one has

‖un − u‖W 1,p(BN (y,ρ)) < ε(2Sρ)−1 for every n ∈ N, (6.8)

where Sρ > 0 is the embedding constant of W 1,p(BN (0, ρ)) ↪→ C0(BN [0, ρ]). More-
over, we observe that the embedding constant for W 1,p(BN (y, ρ)) ↪→ C0(BN [y, ρ])
can be chosen Sρ as well, independent of the position of the point y ∈ RN . This fact
can be concluded either by a simple translation of the functions u ∈ W 1,p(BN (y, ρ))
into BN (0, ρ), i.e. ũ(·) = u(· − y) ∈ W 1,p(BN (0, ρ)) (thus ‖u‖W 1,p(BN (y,ρ)) =
‖ũ‖W 1,p(BN (0,ρ)) and ‖u‖C0(BN [y,ρ]) = ‖ũ‖C0(BN [0,ρ])); or, by the invariance with re-
spect to rigid motions of the cone property of the balls BN (y, ρ) when ρ is kept fixed.
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Thus, in view of (6.8), one has that

sup
|y|≥Rε

‖un − u‖C0(BN [y,ρ]) ≤ ε/2 for every n ∈ N. (6.9)

On the other hand, since un ⇀ u in W 1,p
rad(RN ), then in particular, by Rellich theorem

it follows that un → u in C0(BN [0, Rε]), i.e., there exists nε ∈ N such that

‖un − u‖C0(BN [0,Rε]) < ε for every n ≥ nε. (6.10)

Combining (6.9) with (6.10), one concludes that ‖un − u‖L∞ < ε for every n ≥ nε,

i.e., un → u in L∞(RN ). This ends the proof. �

An alternate proof of Proposition 6.12. Lions [34, Lemme II.1] provided us with
a Strauss-type estimation (see [63]) for radially symmetric functions of W 1,p(RN );
namely, for every u ∈W 1,p

rad(RN ) we have

|u(x)| ≤ p1/p(AreaSN−1)−1/p‖u‖W 1,p |x|(1−N)/p, x 6= 0, (6.11)

where SN−1 is the N -dimensional unit sphere.
Now, let {un} be a sequence in W 1,p

rad(RN ) which converges weakly to some
u ∈W 1,p

rad(RN ). By applying inequality (6.11) for un−u, and taking into account that
‖un − u‖W 1,p is bounded, and N ≥ 2, then for every ε > 0 there exists Rε > 0 such
that

‖un − u‖L∞(|x|≥Rε) ≤ C|Rε|(1−N)/p < ε, ∀n ∈ N,

where C > 0 does not depend on n. The rest is similar as above. �

Let Φ1,Φ2 : L∞(RN ) → R be defined by

Φ1(u) = −
∫

RN

α(x)F (u(x))dx and Φ2(u) = −
∫

RN

β(x)G(u(x))dx.

Since α, β ∈ L1(RN ), the functionals Φ1,Φ2 are well-defined and locally Lipschitz,
see Clarke [10, p. 79-81]. Moreover, we have

∂Φ1(u) ⊆ −
∫

RN

α(x)∂F (u(x))dx, ∂Φ2(u) ⊆ −
∫

RN

β(x)∂G(u(x))dx.

The energy functional Eλ,µ : W 1,p(RN ) → R associated to problem (P̃λ,µ), is given by

Eλ,µ(u) =
1
p
‖u‖p + λΦ1(u) + µΦ2(u), u ∈W 1,p(RN ).

It is clear that the critical points of the functional Eλ,µ are solutions of the problem
(P̃λ,µ) in the sense of Definition 6.8.

Since α, β are radially symmetric, then Eλ,µ is O(N)-invariant, i.e. Eλ,µ(gu) =
Eλ,µ(u) for every g ∈ O(N) and u ∈W 1,p(RN ). Therefore, we may apply a non-smooth
version of the principle of symmetric criticality, proved by Krawcewicz-Marzantowicz
[25], for locally Lipschitz functions, see Remark 3.9.
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Proposition 6.13. Any critical point of Erad
λ,µ = Eλ,µ|W 1,p

rad (RN ) will be also a critical
point of Eλ,µ.

In the proof of the main result we use, the following result.

Proposition 6.14. limt→0+
inf{Φ1(u): u∈W 1,p

rad (RN ), ‖u‖p<pt}
t = 0.

Proof. Due to (F̃1), for every ε > 0 there exists δ(ε) > 0 such that

|ξ| ≤ ε|t|p−1, ∀t ∈ [−δ(ε), δ(ε)], ∀ξ ∈ ∂F (t). (6.12)

For any 0 < t ≤ 1
p

(
δ(ε)
c∞

)p

define the set

St = { u ∈W 1,p
rad(RN ) : ‖u‖p < pt},

where c∞ > 0 denotes the best constant in the embedding W 1,p(RN ) ↪→ L∞(RN ).
Note that u ∈ St implies that ‖u‖∞ ≤ δ(ε); indeed, we have ‖u‖∞ ≤ c∞‖u‖ <

c∞(pt)1/p ≤ δ(ε). Fix u ∈ St; for a.e. x ∈ RN , Lebourg’s mean value theorem and
(6.12) imply the existence of ξx ∈ ∂F (θxu(x)) for some 0 < θx < 1 such that

F (u(x)) = F (u(x))− F (0) = ξxu(x) ≤ |ξx| · |u(x)| ≤ ε|u(x)|p.

Consequently, for every u ∈ St we have

Φ1(u) = −
∫

RN

α(x)F (u(x))dx ≥ −ε
∫

RN

α(x)|u(x)|pdx

≥ −ε‖α‖L1‖u‖p
∞ ≥ −ε‖α‖L1cp∞‖u‖p

≥ −ε‖α‖L1cp∞pt.

Therefore, for every 0 < t ≤ 1
p

(
δ(ε)
c∞

)p

we have

0 ≥ infu∈St Φ1(u)
t

≥ −ε‖α‖L1cp∞p.

Since ε > 0 is arbitrary, we obtain the required limit. �

The main result of this subsection appear in the paper Kristály, Marzantowicz
and Varga [28].

Theorem 6.15. (Kristály-Marzantowicz-Varga [28]) Assume that p > N ≥ 2. Let
α, β ∈ L1(RN ) be two radial functions, α fulfilling (α̃), and let F,G : R → R be two
locally Lipschitz functions, F satisfying the conditions (F̃1)-(F̃3).Then there exists a
non-degenerate compact interval [a, b] ⊂]0,+∞[ and a number r̃ > 0, such that for
every λ ∈ [a, b] there exists µ0 ∈]0, λ + 1] such that for each µ ∈ [0, µ0], the problem
(P̃λ,µ) has at least three distinct, radially symmetric solutions with L∞-norms less
than r̃.
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Proof. We are going to apply Theorem 2.30 by choosing X = W 1,p
rad(RN ), X̃1 = X̃2 =

L∞(RN ), Λ = [0,+∞), h(t) = tp/p, t ≥ 0.
Fix g ∈ Gτ (τ ≥ 0), λ ∈ Λ, µ ∈ [0, λ + 1], and c ∈ R. We prove that the

functional Eλ,µ : W 1,p
rad(RN ) → R given by

Eλ,µ(u) =
1
p
‖u‖p + λΦ1(u) + µ(g ◦ Φ2)(u), u ∈W 1,p

rad(RN ),

satisfies the (PS)c condition.
Note first that the function 1

p‖ · ‖
p + λΦ1 is coercive on W 1,p

rad(RN ). To prove
this, let 0 < ε < (p‖α‖1c

p
∞λ)−1. Then, on account of (F̃2), there exists δ(ε) > 0 such

that

F (t) ≤ ε|t|p, ∀|t| > δ(ε).

Consequently, for every u ∈W 1,p
rad(RN ) we have

Φ1(u) = −
∫

RN

α(x)F (u(x))dx

= −
∫
{x∈RN :|u(x)|>δ(ε)}

α(x)F (u(x))dx−
∫
{x∈RN :|u(x)|≤δ(ε)}

α(x)F (u(x))dx

≥ −ε
∫
{x∈RN :|u(x)|>δ(ε)}

α(x)|u(x)|pdx− max
|t|≤δ(ε)

|F (t)|
∫
{x∈RN :|u(x)|≤δ(ε)}

α(x)dx

≥ −ε‖α‖L1cp∞‖u‖p − ‖α‖L1 max
|t|≤δ(ε)

|F (t)|.

Now, we have

1
p
‖u‖p + λΦ1(u) ≥

(
1
p
− ελ‖α‖L1cp∞

)
‖u‖p − λ‖α‖L1 max

|t|≤δ(ε)
|F (t)|,

which clearly implies the coercivity of 1
p‖ · ‖

p + λΦ1.
As an immediate consequence, the functional Eλ,µ is also coercive on

W 1,p
rad(RN ). Therefore, it is enough to consider a bounded sequence {un} ⊂W 1,p

rad(RN )
such that

E◦λ,µ(un; v − un) ≥ −εn‖v − un‖ for all v ∈W 1,p
rad(RN ), (6.13)

where {εn} is a positive sequence such that εn → 0. Since the sequence {un} is
bounded in W 1,p

rad(RN ), one can find an element u ∈ W 1,p
rad(RN ) such that un ⇀ u

weakly in W 1,p
rad(RN ), and un → u strongly in L∞(RN ), due to Proposition 6.12.

Due to Proposition 2.3 for every u, v ∈W 1,p
rad(RN ) we have

E◦λ,µ(u; v) ≤
∫

RN

(|∇u|p−2∇u∇v + |u|p−2uv) + λΦ◦1(u; v) + µ(g ◦ Φ2)◦(u; v). (6.14)
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Put v = u in (6.13) and apply relation (6.14) for the pairs (u, v) = (un, u−un)
and (u, v) = (u, un − u), we have that

In ≤ εn‖u− un‖ − E◦λ,µ(u;un − u) + λ[Φ◦1(un;u− un) + Φ◦1(u;un − u)]

+µ[(g ◦ Φ2)◦(un;u− un) + (g ◦ Φ2)◦(u;un − u)],

where

In
not.=

∫
RN

(|∇un|p−2∇un − |∇u|p−2∇u)(∇un −∇u)

+
∫

RN

(|un|p−2un − |u|p−2u)(un − u).

Since {un} is bounded in W 1,p
rad(RN ), we have that limn→∞ εn‖u − un‖ = 0. Fixing

z∗ ∈ ∂E◦λ,µ(u) arbitrarily, we have 〈z∗, un−u〉 ≤ E◦λ,µ(u;un−u). Since un ⇀ u weakly
in W 1,p

rad(RN ), we have that lim infn→∞E◦λ,µ(u;un−u) ≥ 0. The functions Φ◦1(·; ·) and
(g ◦Φ2)◦(·; ·) are upper semicontinuous functions on L∞(RN ). Since un → u strongly
in L∞(RN ), the upper limit of the last four terms is less or equal than 0 as n →∞,
see Proposition 2.3 (f4).
Consequently,

lim sup
n→∞

In ≤ 0. (6.15)

Since |t − s|p ≤ (|t|p−2t − |s|p−2s)(t − s) for every t, s ∈ Rm (m ∈ N) we infer that
‖un−u‖p ≤ In. The last inequality combined with (6.15) leads to the fact that un → u

strongly in W 1,p
rad(RN ), as claimed.

It remains to prove relation (2.53) from Theorem 2.30. First, we construct
the function u0 ∈W 1,p

rad(RN ) such that Φ1(u0) < 0.
On account of (α̃), one can fix R > 0 such that αR = essinf |x|≤Rα(x) > 0.

For σ ∈]0, 1[ define the function

wσ(x) =


0, if x ∈ RN \BN (0, R);
t̃, if x ∈ BN (0, σR);

t̃
R(1−σ) (R− |x|), if x ∈ BN (0, R) \BN (0, σR),

where BN (0, r) denotes the N−dimensional open ball with center 0 and radius r > 0,
and t̃ comes from (F̃3). Since α ∈ L∞loc(RN ), then M(α,R) = supx∈BN (0,R) α(x) <∞.

A simple estimate shows that

−Φ1(wσ) ≥ ωNR
N [αRF (t̃)σN −M(α,R) max

|t|≤|t̃|
|F (t)|(1− σN )].

When σ → 1, the right hand side is strictly positive; choosing σ0 close enough to 1,
for u0 = wσ0 we have Φ1(u0) < 0.
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Let us define the function for every t > 0 by

β(t) = inf{Φ1(u) : u ∈W 1,p
rad(RN ),

‖u‖p

p
< t}.

We have that β(t) ≤ 0, for t > 0, and Proposition 6.14 yields that

lim
t→0+

β(t)
t

= 0. (6.16)

We consider the u0 ∈ W 1,p
rad(RN ), for wchich Φ1(u0) < 0. Therefore it is possible to

choose a number η > 0 such that

0 < η < −Φ1(u0)
[
‖u0‖p

p

]−1

.

By (6.16) we get the existence of a number t0 ∈ (0, ‖u0‖p

p ) such that −β(t0) < ηt0.
Thus

β(t0) >
[
‖u0‖p

p

]−1

Φ1(u0)t0. (6.17)

Due to the choice of t0 and using (6.17), we conclude that there exists ρ0 > 0 such
that

−β(t0) < ρ0 < −Φ1(u0)
[
‖u0‖p

p

]−1

t0 < −Φ1(u0). (6.18)

Define now the function ϕ : W 1,p
rad(RN )× I → R by

ϕ(u, λ) =
‖u‖p

p
+ λΦ1(u) + λρ0,

where I = [0,+∞). We prove that the function ϕ satisfies the inequality

sup
λ∈I

inf
u∈W 1,p

rad (RN ))
ϕ(u, λ) < inf

u∈W 1,p
rad (RN )

sup
λ∈I

ϕ(u, λ). (6.19)

The function

I 3 λ 7→ inf
u∈W 1,p

rad (RN )

[
‖u‖p

p
+ λ(ρ0 + Φ1(u))

]
is obviously upper semicontinuous on I. It follows from (6.18) that

lim
λ→+∞

inf
u∈W 1,p

rad (RN )
ϕ(u, λ) ≤ lim

λ→+∞

[
‖u0‖p

p
+ λ(ρ0 + Φ1(u0))

]
= −∞.

Thus we find an element λ ∈ I such that

sup
λ∈I

inf
u∈W 1,p

rad (RN )
ϕ(u, λ) = inf

u∈W 1,p
rad (RN )

[
‖u‖p

p
+ λ(ρ0 + Φ1(u))

]
. (6.20)
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Since −β(t0) < ρ0, it follows from the definition of β that for all u ∈W 1,p
rad(RN ) with

‖u‖p

p < t0 we have −Φ1(u) < ρ0. Hence

t0 ≤ inf{‖u‖
p

p
: u ∈W 1,p

rad(RN ), −Φ1(u) ≥ ρ0 }. (6.21)

On the other hand,

inf
u∈W 1,p

rad (RN )
sup
λ∈I

ϕ(u, λ) = inf
u∈W 1,p

rad (RN )

[
‖u‖p

p
+ sup

λ∈I
(λ(ρ0 + Φ1(u)))

]
= inf

u∈W 1,p
rad (RN )

{
‖u‖p

p
: −Φ1(u) ≥ ρ0

}
.

Thus inequality (6.21) is equivalent to

t0 ≤ inf
u∈W 1,p

rad (RN )
sup
λ∈I

ϕ(u, λ). (6.22)

We consider two cases. First, when 0 ≤ λ < t0
ρ0

, then we have that

inf
u∈W 1,p

rad (RN )

[
‖u‖p

p
+ λ(ρ0 + Φ1(u))

]
≤ ϕ(0, λ) = λρ0 < t0.

Combining this inequality with (6.20) and (6.22) we obtain (6.19).
Now, if t0ρ0

≤ λ, then from (6.17) and (6.18), it follows that

inf
u∈W 1,p

rad (RN )

[
‖u‖p

p
+ λ(ρ0 + Φ1(u))

]
≤ ‖u0‖p

p
+ λ(ρ0 + Φ1(u0))

≤ ‖u0‖p

p
+
t0
ρ0

(ρ0 + Φ1(u0)) < t0.

It remains to apply again (6.20) and (6.22), which concludes the proof of (6.19).
Due to Theorem 2.30, there exist a non-empty open set A ⊂ Λ and r > 0

with the property that for every λ ∈ A there exists µ0 ∈]0, λ+ 1] such that, for each
µ ∈ [0, µ0] the functional Erad

λ,µ = 1
p‖ · ‖

p + λΦ1 + µΦ2 defined on W 1,p
rad(RN ) has at

least three critical points in W 1,p
rad(RN ) whose ‖ · ‖-norms are less than r. Applying

Proposition 6.13, the critical points of Erad
λ,µ are also critical points of Eλ,µ, thus, radially

weak solutions of problem (P̃λ,µ). Due to the embedding W 1,p(RN ) ↪→ L∞(RN ), if
r̃ = c∞r, then the L∞-norms of these elements are less than r̃ which concludes our
proof. �

The second problem studied in this subsection is the following differential
inclusion problem:

(DI)

{
−4pu+ |u|p−2u ∈ α(x)∂F (u(x)), x ∈ RN ,

u ∈W 1,p(RN ),
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where 2 ≤ N < p < +∞, α ∈ L1(RN )∩L∞(RN ) is radially symmetric, and ∂F stands
for the generalized gradient of a locally Lipschitz function F : R → R. By a solution
of (DI) it will be understood an element u ∈ W 1,p(RN ) for which there corresponds
a mapping RN 3 x 7→ ζx with ζx ∈ ∂F (u(x)) for almost every x ∈ RN having
the property that for every v ∈ W 1,p(RN ), the function x 7→ α(x)ζxv(x) belongs to
L1(RN ) and ∫

RN

(|∇u|p−2∇u∇v + |u|p−2uv)dx =
∫

RN

α(x)ζxv(x)dx. (6.23)

Under suitable oscillatory assumptions on the potential F at zero or at in-
finity, we show the existence of infinitely many, radially symmetric solutions of (DI).
These results appear in the paper of Kristály [30].

For l = 0 or l = +∞, set

Fl := lim sup
|ρ|→l

F (ρ)
|ρ|p

. (6.24)

Problem (DI) will be studied in the following four cases:

• 0 < Fl < +∞, whenever l = 0 or l = +∞ and
• Fl = +∞, whenever l = 0 or l = +∞.

In the next in this subsection we assume that:

(H) • F : R → R is locally Lipschitz, F (0) = 0, and F (s) ≥ 0, ∀s ∈ R;
• α ∈ L1(RN ) ∩ L∞(RN ) is radially symmetric, and α(x) ≥ 0, ∀x ∈ RN .

Let F : L∞(RN ) → R be a function defined by

F(u) =
∫

RN

α(x)F (u(x))dx.

Since F is continuous and α ∈ L1(RN ), we easily seen that F is well-defined. More-
over, if we fix a u ∈ L∞(RN ) arbitrarily, there exists ku ∈ L1(RN ) such that for every
x ∈ RN and vi ∈ R with |vi − u(x)| < 1, (i ∈ {1, 2}) one has

|α(x)F (v1)− α(x)F (v2)| ≤ ku(x)|v1 − v2|.

Indeed, if we fix some small open intervals Ij (j ∈ J), such that F |Ij
is Lipschitz

function (with Lipschitz constant Lj > 0) and [−‖u‖L∞ − 1, ‖u‖L∞ + 1] ⊂ ∪j∈JIj ,

then we choose ku = αmaxj∈J Lj . (Here, without losing the generality, we supposed
that cardJ < +∞.) Thus, we are in the position to apply Theorem 2.7.3 from [10,
p. 80]; namely, F is a locally Lipschitz function on L∞(RN ) and for every closed
subspace E of L∞(RN ) we have

∂(F|E)(u) ⊆
∫

RN

α(x)∂F (u(x))dx, for every u ∈ E, (6.25)
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where F|E stands for the restriction of F to E. The interpretation of (6.25) is as follows
(see also [10]): For every ζ ∈ ∂(F|E)(u) there corresponds a mapping RN 3 x 7→ ζx

such that ζx ∈ ∂F (u(x)) for almost every x ∈ RN having the property that for every
v ∈ E the function x 7→ α(x)ζxv(x) belongs to L1(RN ) and

〈ζ, v〉E =
∫

RN

α(x)ζxv(x)dx.

Now, let E : W 1,p(RN ) → R be the energy functional associated to our
problem (DI), i.e., for every u ∈W 1,p(RN ) set

E(u) =
1
p
‖u‖p

W 1,p −F(u).

It is clear that E is locally Lipschitz on W 1,p(RN ) and we have

Proposition 6.16. Any critical point u ∈W 1,p(RN ) of E is a solution of (DI).

Proof. Combining 0 ∈ ∂E(u) = −4pu + |u|p−2u − ∂(F|W 1,p(RN ))(u) with the inter-
pretation of (6.25), the desired requirement yields, see (6.23). �

Since α is radially symmetric, then E is O(N)-invariant, i.e. E(gu) = E(u)
for every g ∈ O(N) and u ∈W 1,p(RN ), we are in the position to apply the Principle
of Symmetric Criticality for locally Lipschitz functions, see Remark 3.9. Therefore
we have

Proposition 6.17. Any critical point of Er = E|W 1,p
rad (RN ) will be also a critical point

of E .

Remark 6.18. In view of Propositions 6.16 and 6.17, it is enough to find critical
points of Er in order to guarantee solutions for (DI). This fact will be carried out by
means of Theorem 2.31, setting

X := W 1,p
rad(RN ), X̃ := L∞(RN ), Φ := −F , and Ψ := ‖ · ‖p

r , (6.26)

where the notation ‖ · ‖r stands for the restriction of ‖ · ‖W 1,p into W 1,p
rad(RN ). A few

assumptions are already verified. Indeed, the embedding X ↪→ X̃ is compact (cf.
Theorem 6.12), Φ = −F is locally Lipschitz, while Ψ = ‖ · ‖p

r is of class C1 (thus,
locally Lipschitz as well), coercive and weakly sequentially lower semicontinuous (see
[7, Proposition III.5]). Moreover, Er ≡ Φ|W 1,p

rad (RN ) + 1
pΨ. According to (6.26), the

function ϕ (defined in (2.57)) becomes

ϕ(ρ) = inf
‖u‖p

r<ρ

sup‖v‖p
r≤ρ F(v)−F(u)
ρ− ‖u‖p

r
, ρ > 0. (6.27)

The investigation of the numbers γ and δ (defined in (2.58)), as well as the cases (A)
and (B) from Theorem 2.31 constitute the objective of the next.
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Theorem 6.19. (A. Kristály [30]; The case 0 < Fl < +∞) Let l = 0 or l = +∞,

and let 2 ≤ N < p < +∞. Let F : R → R and α : RN → R be two functions which
satisfy the hypotheses (H) and 0 < Fl < +∞. Assume that ‖α‖L∞Fl > 2Np−1 and
there exists a number βl ∈]2N (pFl)−1, ‖α‖L∞ [ such that

2
(2−NpβlFl − 1)1/p

< sup{r : meas(BN (0, r) \ α−1(]βl,+∞[)) = 0}. (6.28)

Assume further that there are sequences {ak} and {bk} in ]0,+∞[ with ak < bk,

limk→+∞ bk = l, limk→+∞
bk

ak
= +∞ such that

sup{sign(s)ξ : ξ ∈ ∂F (s), |s| ∈]ak, bk[} ≤ 0. (6.29)

Then, problem (DI) possesses a sequence {un} of solutions which are radially sym-
metric and

lim
n→+∞

‖un‖W 1,p = l.

In addition, if F (s) = 0 for every s ∈]−∞, 0[, then the elements un are non-negative.

Proof. Since limk→+∞ bk = +∞, instead of the sequence {bk}, we may consider a
non-decreasing subsequence of it, denoted again by {bk}. Fix an s ∈ R such that
|s| ∈]ak, bk]. By using Lebourg’s mean value theorem (see [10, Theorem 2.3.7]), there
exists θ ∈]0, 1[ and ξθ ∈ ∂F (θs+ (1− θ)sign(s)ak) such that

F (s)− F (sign(s)ak) = ξθ(s− sign(s)ak) = sign(s)ξθ(|s| − ak)

= sign(θs+ (1− θ)sign(s)ak)ξθ(|s| − ak).

According now to (6.29), we obtain that F (s) ≤ F (sign(s)ak) for every s ∈ R com-
plying with |s| ∈]ak, bk]. In particular, we are led to max[−ak,ak] F = max[−bk,bk] F

for every k ∈ N. Therefore, one can fix a ρk ∈ [−ak, ak] such that

F (ρk) = max
[−ak,ak]

F = max
[−bk,bk]

F. (6.30)

Moreover, since {bk} is non-decreasing, the sequence {|ρk|} can be chosen non-
decreasingly as well. In view of (6.28) we can choose a number µ such that

2
(2−Npβ∞F∞ − 1)1/p

< µ < (6.31)

< sup{r : meas(BN (0, r) \ α−1(]β∞,+∞[)) = 0}.

In particular, one has

α(x) > β∞, for a.e. x ∈ BN (0, µ). (6.32)
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For every k ∈ N we define

uk(x) =


0, if x ∈ RN \BN (0, µ);
ρk, if x ∈ BN (0, µ

2 );
2ρk

µ (µ− |x|), if x ∈ BN (0, µ) \BN (0, µ
2 ).

(6.33)

It is easy to see that uk belongs to W 1,p(RN ) and it is radially symmetric.
Thus, uk ∈ W 1,p

rad(RN ). Let ρk = ( bk

c∞
)p, where c∞ is the embedding constant of

W 1,p(RN ) ↪→ L∞(RN ).
Claim 1. There exists a k0 ∈ N such that ‖uk‖p

r < ρk, for every k > k0.

Since limk→+∞
bk

ak
= +∞, there exists a k0 ∈ N such that

bk
ak

> c∞(µNωNK(p,N, µ))1/p, for every k > k0, (6.34)

where ωN denotes the volume of the N -dimensional unit ball and

K(p,N, µ) :=
2p

µp

(
1− 1

2N

)
+ 1. (6.35)

Thus, for every k > k0 one has

‖uk‖p
r =

∫
RN

|∇uk|pdx+
∫

RN

|uk|pdx

≤
(

2|ρk|
µ

)p

(volBN (0, µ)− volBN (0,
µ

2
)) + |ρk|pvolBN (0, µ)

= |ρk|pµNωNK(p,N, µ) ≤ ap
kµ

NωNK(p,N, µ)

< (
bk
c∞

)p = ρk,

which proves Claim 1.
Now, let ϕ from (6.27) and γ = lim infρ→+∞ ϕ(ρ) defined in (2.58).

Claim 2. γ = 0.
By definition, γ ≥ 0. Suppose that γ > 0. Since limk→+∞

ρk

|ρk|p
= +∞, there

is a number k1 ∈ N such that for every k > k1 we have

ρk

|ρk|p
>

2
γ

(F∞ + 1)(‖α‖L1 − β∞µ
NωN ) + µNωNK(p,N, µ), (6.36)

where µ is an arbitrary fixed number complying with

0 < µ < min

{(
‖α‖L1

β∞ωN

)1/N

,
µ

2

}
. (6.37)
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Moreover, since |ρk| → +∞ as k → +∞ (otherwise we would have F∞ = 0), by the
definition of F∞, see (6.24), there exists a k2 ∈ N such that

F (ρk)
|ρk|p

< F∞ + 1, for every k > k2. (6.38)

Now, let v ∈ W 1,p
rad(RN ) arbitrarily fixed with ‖v‖p

r ≤ ρk. Due to the continuous
embedding W 1,p(RN ) ↪→ L∞(RN ), we have ‖v‖p

L∞ ≤ cp∞ρk = bpk. Therefore, one has

sup
x∈RN

|v(x)| ≤ bk.

In view of (6.30), we obtain

F (v(x)) ≤ max
[−bk,bk]

F = F (ρk), for every x ∈ RN . (6.39)

Hence, for every k > max{k0, k1, k2}, one has

sup
‖v‖p

r≤ρk

F(v) − F(uk)

= sup
‖v‖p

r≤ρk

∫
RN

α(x)F (v(x))dx−
∫

RN

α(x)F (uk(x))dx

≤ F (ρk)‖α‖L1 −
∫

BN (0,µ)

α(x)F (uk(x))dx

≤ F (ρk)(‖α‖L1 − β∞µ
NωN )

≤ (F∞ + 1)|ρk|p(‖α‖L1 − β∞µ
NωN )

≤ γ

2
(ρk − |ρk|pµNωNK(p,N, µ))

≤ γ

2
(ρk − ‖uk‖p

r).

Since ‖uk‖p
r < ρk (cf. Claim 1), and ρk → +∞ as k → +∞, we obtain

γ = lim inf
ρ→+∞

ϕ(ρ) ≤ lim inf
k→+∞

ϕ(ρk) ≤ lim inf
k→+∞

sup‖v‖p
r≤ρk

F(v)−F(uk)
ρk − ‖uk‖p

r
≤ γ

2
,

contradiction. This proves Claim 2.
Claim 3. Er is not bounded below on W 1,p

rad(RN ).
By (6.31), we find a number ε∞ such that

0 < ε∞ < F∞ − 2N

pβ∞

((
2
µ

)p

+ 1
)
. (6.40)

In particular, for every k ∈ N, sup|ρ|≥k
F (ρ)
|ρ|p > F∞ − ε∞. Therefore, we can fix ρ̃k

with |ρ̃k| ≥ k such that
F (ρ̃k)
|ρ̃k|p

> F∞ − ε∞. (6.41)

67
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Now, define wk ∈ W 1,p
rad(RN ) in the same way as uk, see (6.33), replacing ρk by ρ̃k.

We obtain
Er(wk) =

1
p
‖wk‖p

r −F(wk)

≤ 1
p
|ρ̃k|pµNωNK(p,N, µ)−

∫
BN (0, µ

2 )

α(x)F (wk(x))dx

≤ 1
p
|ρ̃k|pµNωNK(p,N, µ)− (F∞ − ε∞)|ρ̃k|pβ∞ωN

(µ
2

)N

= |ρ̃k|pµNωN

(
1
p
K(p,N, µ)− 1

2N
(F∞ − ε∞)β∞

)
< −1

p
|ρ̃k|pωN

(
2
µ

)p−N

.

Since |ρ̃k| → +∞ as k → +∞, we obtain limk→+∞ Er(wk) = −∞, which ends the
proof of Claim 3.

The case 0 < F∞ < +∞. It is enough to apply Remark 6.18. Indeed, since
γ = 0 (cf. Claim 2) and the function Er ≡ −F|W 1,p

rad (RN ) + 1
p‖ · ‖

p
r is not bounded

below (cf. Claim 3), the alternative (A1) from Theorem 2.31, applied to λ = 1
p , is

excluded. Thus, there exists a sequence {un} ⊂ W 1,p
rad(RN ) of critical points of Er

with limn→+∞ ‖un‖r = +∞.

Now, let us suppose that F (s) = 0 for every s ∈] − ∞, 0[, and let u be a
solution of (DI). Denote S = {x ∈ RN : u(x) < 0}, and assume that S 6= ∅. In virtue
of Remark 6.11, the set S is open. Define uS : RN → R by uS = min{u, 0}. Applying
(6.23) for v := uS ∈W 1,p(RN ) and taking into account that ζx ∈ ∂F (u(x)) = {0} for
every x ∈ S, one has

0 =
∫

RN

(|∇u|p−2∇u∇uS + |u|p−2uuS)dx =
∫

S

(|∇u|p + |u|p)dx = ‖u‖p
W 1,p(S),

which contradicts the choice of the set S. This ends the proof in this case.

Remark 6.20. A closer inspection of the proof allows us to replace hypothesis (6.28)
by a weaker, but a more technical condition. More specifically, it is enough to require
that p‖α‖L∞Fl > 1, and instead of (6.28), put

sup
M

{
Nβl

− 1
(1− σ)(pβlFlσN − 1)1/p

}
> 0, (6.42)

where

M = {(σ, βl) : σ ∈](p‖α‖L∞Fl)−1/N , 1[, βl ∈](pFlσ
N )−1, ‖α‖L∞ [}

and
Nβl

= sup{r : meas(BN (0, r) \ α−1(]βl,+∞[)) = 0}.

Now, in the construction of the functions wk we replace the radius µ
2 of the ball by

σµ, where σ is chosen according to (6.42).
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The case 0 < F0 < +∞. The proof works similarly as in the case 0 < F∞ <

+∞ and we will show only the differences. The sequence {ρk} defined as above,
converges now to 0, while the same holds for {ρk}. Instead of Claim 2, we can prove
that δ = lim infρ→0+ ϕ(ρ) = 0. Since 0 is the unique global minimum of Ψ = ‖ · ‖p

r , it
would be enough to show that 0 is not a local minimum of Er ≡ −F|W 1,p

rad (RN ) +
1
p‖·‖

p
r ,

in order to exclude alternative (B1) from Theorem 2.31. To this end, we fix ρ̃k with
|ρ̃k| ≤ 1

k such that
F (ρ̃k)
|ρ̃k|p

> F0 − ε0,

where ε0 is fixed in a similar manner as in (6.40), replacing β∞, F∞ by β0, F0,

respectively. If we take wk as in case 0 < F∞ < +∞, then it is clear that {wk} strongly
converges now to 0 in W 1,p

rad(RN ), while Er(wk) < − 1
p |ρ̃k|pωN (2/µ)p−N

< 0 = Er(0).
Thus, 0 is not a local minimum of Er. So, there exists a sequence {un} ⊂ W 1,p

rad(RN )
of critical points of Er such that limn→+∞ ‖un‖r = 0 = infW 1,p

rad (RN ) Ψ. This concludes
completely the proof of Theorem 6.19.

In the next result we trait the case when the function F has oscillation at
infinity. We have the following result.

Theorem 6.21. (A. Kristály [30]; The case Fl = +∞) Let l = 0 or l = +∞, and let
2 ≤ N < p < +∞. Let F : R → R and α : RN → R be two functions which satisfy (H)
and Fl = +∞. Assume that ‖α‖L∞ > 0, and there exist µ > 0 and βl ∈]0, ‖α‖L∞ [
such that

meas(BN (0, µ) \ α−1(]βl,+∞[)) = 0, (6.43)

and there are sequences {ak} and {bk} in ]0,+∞[ with ak < bk, limk→+∞ bk = l,

limk→+∞
bk

ak
= +∞ such that

sup{sign(s)ξ : ξ ∈ ∂F (s), |s| ∈]ak, bk[} ≤ 0,

and

lim sup
k→+∞

max[−ak,ak] F

bpk
< (pcp∞‖α‖L1)−1, (6.44)

where c∞ is the embedding constant of W 1,p(RN ) ↪→ L∞(RN ). Then the conclusions
of Theorem 6.19 hold.

Proof. The case F∞ = +∞. Due to (6.43),

α(x) > β∞, for a.e. x ∈ BN (0, µ). (6.45)

Let ρk and ρk as in the proof of Theorem 6.19, as well as uk, defined this time by
means of µ > 0 from (6.45).

Claim 1’. There exists a k0 ∈ N such that ‖uk‖p
r < ρk, for every k > k0.

The proof is similarly as in the proof of Theorem 6.19.
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Claim 2’. γ < 1
p .

Note that F (ρk) = max[−ak,ak] F, cf. (6.30). Since |ρk| ≤ ak, then
limk→+∞

|ρk|
bk

= 0. Combining this fact with (6.44), and choosing ε > 0 sufficiently
small, one has

lim sup
k→+∞

F (ρk) + |ρk|pµNωNp
−1‖α‖−1

L1K(p,N, µ)
bpk

< ((p+ ε)cp∞‖α‖L1)−1,

whereK(p,N, µ) is from (6.35). According to the above inequality, there exists k3 ∈ N
such that for every k > k3 we readily have

F (ρk)‖α‖L1 ≤ (p+ ε)−1c−p
∞ bpk − p−1|ρk|pµNωNK(p,N, µ)

≤ 1
p+ ε

(
ρk −

p+ ε

p
‖uk‖p

r

)
<

1
p+ ε

(ρk − ‖uk‖p
r) .

Thus, for every k > k3, one has

sup
‖v‖p

r≤ρk

F(v)−F(uk) < F (ρk)‖α‖L1 <
1

p+ ε
(ρk − ‖uk‖p

r) .

Hence γ ≤ 1
p+ε <

1
p , which concludes the proof of Claim 2’.

Claim 3’. Er is not bounded below on W 1,p
rad(RN ).

Since F∞ = +∞, for an arbitrarily large number M > 0, we can fix ρ̃k with
|ρ̃k| ≥ k such that

F (ρ̃k)
|ρ̃k|p

> M. (6.46)

Define wk ∈W 1,p
rad(RN ) as in (6.33), putting ρ̃k instead of ρk. We obtain

Er(wk) =
1
p
‖wk‖p

r −F(wk)

≤ 1
p
µNωN |ρ̃k|pK(p,N, µ)−

∫
BN (0, µ

2 )

α(x)F (wk(x))dx

≤ |ρ̃k|pµNωN

(
1
p
K(p,N, µ)− 1

2N
Mβ∞

)
.

Since |ρ̃k| → +∞ as k → +∞, and M is large enough we obtain that

lim
k→+∞

Er(wk) = −∞.

The proof of Claim 3’ is concluded.
Proof concluded. Since γ < 1

p (cf. Claim 2’), we can apply Theorem 2.31 (A)
for λ = 1

p . The rest is the same as in Theorem 6.19.
The case F0 = +∞.

We follow the line of F∞ = +∞. The sequences {ρk}, {ρk} are defined as
above; they converge to 0. Let µ > 0 be as in (6.45), replacing β∞ by β0. Instead of
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Claim 2’, we may prove that δ = lim infρ→0+ ϕ(ρ) < 1
p . Now, we are in the position to

apply Theorem 2.31 (B) with λ = 1
p . Since F0 = +∞, for an arbitrarily large number

M > 0, we may choose ρ̃k with |ρ̃k| ≤ 1
k such that

F (ρ̃k)
|ρ̃k|p

> M.

Define wk ∈ W 1,p
rad(RN ) by means of ρ̃k as above. It is clear that {wk} strongly

converges to 0 in W 1,p
rad(RN ) while

Er(wk) ≤ |ρ̃k|pµNωN

(
1
p
K(p,N, µ)− 1

2N
Mβ0

)
< 0 = Er(0).

Consequently, in spite of the fact that 0 is the unique global minimum of Ψ = ‖ · ‖p
r ,

it is not a local minimum of Er; thus, (B1) can be excluded. The rest is the same as
in the proof of Theorem 6.19. This completes the proof of Theorem 6.21.

In the next we give some example. We suppose that 2 ≤ N < p < +∞.

Example 6.22. Let F : R → R be defined by

F (s) =
2N+p+3

p
|s|p max{0, sin ln(ln(|s|+ 1) + 1)},

and α : RN → R by

α(x) =
1

(1 + |x|N )2
. (6.47)

Then (DI) has an unbounded sequence of radially symmetric solutions.
Proof. The functions F and α clearly fulfill (H). Moreover, F∞ = 2N+p+3

p . Since
‖α‖L∞ = 1, we may fix β∞ = 1/4 which verifies (6.28). For every k ∈ N let

ak = ee(2k−1)π−1 − 1 and bk = ee2kπ−1 − 1.

If ak ≤ |s| ≤ bk, then (2k − 1)π ≤ ln(ln(|s|+ 1) + 1) ≤ 2kπ, thus F (s) = 0 for every
s ∈ R complying with ak ≤ |s| ≤ bk. So, ∂F (s) = {0} for every |s| ∈]ak, bk[ and (6.29)
is verified. Thus, all the assumptions of Theorem 6.19 are satisfied. �

Example 6.23. Fix σ ∈ R. Let F : R → R be defined by

F (s) =

{
8N+1

p sp−σ max{0, sin ln ln 1
s}, s ∈]0, e−1[;

0, s /∈]0, e−1[,

and let α : RN → R be as in (6.47). Then, for every σ ∈ [0,min{p− 1, p(1− e−π)}[,
(DI) admits a sequence of non-negative, radially symmetric solutions which strongly
converges to 0 in W 1,p(RN ).
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Proof. Since σ < p − 1, (H) is verified. We distinguish two cases: σ = 0, and
σ ∈]0,min{p− 1, p(1− e−π)}[.

Case 1. σ = 0. We have F0 = 8N+1

p . If we choose β0 = (1+2N )−2, this clearly
verifies (6.28). For every k ∈ N set

ak = e−e2kπ

and bk = e−e(2k−1)π

. (6.48)

For every s ∈ [ak, bk], one has (2k − 1)π ≤ ln ln 1
s ≤ 2kπ; thus F (s) = 0. So, ∂F (s) =

{0} for every s ∈]ak, bk[ and (6.29) is verified. Now, we apply Theorem 6.19.
Case 2. σ ∈]0,min{p− 1, p(1− e−π)}[. We have F0 = +∞. In order to verify

(6.43), we fix for instance β0 = (1 + 2N )−2 and µ = 2. Take {ak} and {bk} in the
same way as in (6.48). The inequality in (6.44) becomes obvious since

lim sup
k→+∞

max[−ak,ak] F

bpk
≤ 8N+1

p
lim sup
k→+∞

ap−σ
k

bpk
=

=
8N+1

p
lim

k→+∞
e[p−eπ(p−σ)]e(2k−1)π

= 0.

Therefore, we may apply Theorem 6.21. �

Example 6.24. Let {ak} and {bk} be two sequences such that a1 = 1, b1 = 2 and
ak = kk, bk = kk+1 for every k ≥ 2. Define, for every s ∈ R the function

f(s) =

{
bp

k+1−bp
k

ak+1−bk
, if s ∈ [bk, ak+1[;

0, otherwise.

Then the problem{
−4pu+ |u|p−2u ∈ σ

(1+|x|N )2
[f(u(x)), f(u(x))], x ∈ RN ,

u ∈W 1,p(RN ),

possesses an unbounded sequence of non-negative, radially symmetric solutions when-
ever 0 < σ< N

p

(
p−N
2p

)p

(AreaSN−1)−1.

Proof. Let F (s) =
∫ s

0
f(t)dt. Since the function f is locally (essentially) bounded, F

is locally Lipschitz. A more explicit expression of F is

F (s) =


bpk − bp1 +

bp
k+1−bp

k

ak+1−bk
(s− bk), if s ∈ [bk, ak+1[;

bpk − bp1, if s ∈ [ak, bk[;
0, otherwise.

An easy calculation shows, as we expect, that ∂F (s) = [f(s), f(s)] for every s ∈ R.
Taking α(x) = σ

(1+|x|N )2
, (H) is verified, and ‖α‖L1 = σ

N AreaSN−1. Moreover,

F∞ = lim sup
|s|→+∞

F (s)
|s|p

≥ lim
k→+∞

F (ak)
ap

k

= lim
k→+∞

bpk − bp1
ap

k

= +∞.
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Choosing µ = 1 and β∞ = σ/4, (6.43) is verified, while (6.29) becomes trivial. Since
max[−ak,ak] F = F (ak) = bpk − bp1, relation (6.44) reduces to pcp∞‖α‖L1 < 1 which is
fulfilled due to the choice of σ and to Remark 6.10. It remains to apply Theorem
6.21. �

6.4. An application to variational-hemivariational inequalities. In this sub-
section we give two applications of the Principle of Symmetric Criticality for
Motreanu-Panagiotopulos functionals. These results appear in the paper of Lisei
and Varga [36].

First we formulate the problem. For this let F : RL × RM × R → R be
a Carathéodory function, which is locally Lipschitz in the second variable (the real
variable) and satisfies the following conditions:
(F1) F (z, 0) = 0 for all z ∈ RL ×RM and there exist c1 > 0 and r ∈]p, p?[ such that

|ξ| ≤ c1(|s|p−1 + |s|r−1), ∀ξ ∈ ∂F (z, s), (z, s) ∈ RL × RM × R.

We denoted by ∂F (z, s) the generalized gradient of F (z, ·) at the point s ∈ R and

p? = (L+M)p
L+M − p is the critical Sobolev exponent.

Let a : RL×RM → R (L ≥ 2) be a nonnegative continuous function satisfying
the following assumptions:

(A1) a(x, y) ≥ a0 > 0 if |(x, y)| ≥ R for a large R > 0;
(A2) a(x, y) → +∞, when |y| → +∞ uniformly for x ∈ RL;
(A3) a(x, y) = a(x′, y) for all x, x′ ∈ RL with |x| = |x′| and all y ∈ RM .

Consider the following subspaces of W 1,p(RL × RM )

Ẽ = {u ∈W 1,p(RL × RM ) : u(x, y) = u(x′, y) ∀ x, x′ ∈ RL, |x| = |x′|,∀y ∈ RM},

E = {u ∈W 1,p(RL × RM ) :
∫

RL+M

a(z)|u(z)|pdz <∞},

Ea = Ẽ ∩ E = {u ∈ Ẽ :
∫

RL+M

a(z)|u(z)|pdz <∞},

endowed with the norm

‖u‖p =
∫

RL+M

|∇u(z)|pdz +
∫

RL+M

a(z)|u(z)|pdz

and the closed convex cone K = {v ∈ E : v ≥ 0 a.e. in RL × RM}.
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The aim of this subsection is to study the following eigenvalue problem (Pλ):
For λ > 0 find u ∈ K such that∫

RL+M

|∇u(z)|p−2∇u(z)(∇v(z)−∇u(z))dz +
∫

RL+M

a(z)up−1(z)(v(z)− u(z))dz

+ λ

∫
RL+M

F 0(z, u(z); v(z)− u(z))dz ≥ 0

for all v ∈ K, where F 0(z, s; t) is the generalized directional derivative of F (z, ·) at
the point s in the direction t.

Let Iλ : E →]−∞,+∞] be defined by

Iλ(u) =
1
p
||u||p − λF(u) + ψK(u),

where ψK(u) denotes the indicator function of the closed convex cone K,i.e.

ψK(u) =

{
0, if x ∈ K

+∞, otherwise.

Clearly ψK is convex and lower-semicontinuous on E.
Now we rewrite problem (Pλ) by using the duality map. By Theorem 3.5

from [1] it follows that E is a separable, reflexive and uniform convex Banach space.
We denote by E? its dual. Let A : E → E? the duality mapping corresponding to
the weight function ϕ : [0,+∞[→ [0,+∞[ defined by ϕ(t) = tp−1, where p ∈]1,+∞[.
It is well known that the duality mapping J satisfies the following conditions:

||Au||? = ϕ(||u||) and 〈Au, u〉 = ||Au||?||u|| for all u ∈ E.

Moreover, the functional χ : E → R defined by χ(u) = 1
p ||u||

p is convex and Gateaux
differentiable on E, and dχ = A. The problem (Pλ) can be reformulated in the
following way: For λ > 0 find u ∈ K such that

〈Au, v − u〉+ λ

∫
RL+M

F 0(z, u(z); v(z)− u(z))dx ≥ 0

for every v ∈ K.

Lemma 6.25. Fix λ > 0 arbitrary. Every critical point u ∈ E of the functional Iλ

is a solution of the problem (Pλ).

Proof. Since u ∈ E is a critical point of the functional Iλ, one has

〈Au, v − u〉+ λ(−F)0(u; v − u) + ψK(v)− ψK(u) ≥ 0

for every v ∈ E. From Proposition 4.5 we obtain

〈Au, v − u〉+ λ

∫
RL+M

F 0(z, u(z);u(z)− v(z))dz + ψK(v)− ψK(u) ≥ 0
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for every v ∈ E.
Therefore u ∈ K and for every v ∈ K we have

〈Au, v − u〉+ λ

∫
RL+M

F 0(z, u(z);u(z)− v(z))dz ≥ 0. �

Let a : RL × RM → R (L ≥ 2) be a function, which satisfy the assumptions
(A1), (A2), (A3). We consider the following subspaces of W 1,p(RL × RM )

Ẽ = {u ∈W 1,p(RL × RM ) : u(x, y) = u(x′, y) ∀ x, x′ ∈ RL, |x| = |x′|,∀y ∈ RM},

E = {u ∈W 1,p(RL × RM ) :
∫

RL+M

a(z)|u(z)|pdz <∞},

Ea = Ẽ ∩ E = {u ∈ Ẽ :
∫

RL+M

a(z)|u(z)|pdz <∞}

endowed with the norm

‖u‖p =
∫

RL+M

|∇u(z)|pdz +
∫

RL+M

a(z)|u(z)|pdz.

The next result is proved by de Morais Filho, Souto, Marcos Do [42] and is a very
useful tool in our investigations.

Theorem 6.26. If (A1), (A2) and (A3) hold, then the Banach space Ea is continu-
ously embedded in Ls(RL×RM ), if p ≤ s ≤ p∗, and compactly embedded if p < s < p∗.

We have,

‖u‖s ≤ C(s)‖u‖ for each u ∈ Ea,

where ‖ · ‖s is the norm in Ls(RL × RM ) and C(s) > 0 is the embedding constant.
Let

G =

{
g : E → E : g(v) = v ◦

(
R 0
0 IdRM

)
, R ∈ O(RL)

}
,

where O(RL) is the set of all rotations on RL and IdRM denotes the M ×M identity
matrix. The elements of G leave RL+M invariant, i.e. g(RL+M ) = RL+M for all
g ∈ G.

The action of G over E is defined by

(gu)(z) = u(g−1z), g ∈ G, u ∈ E, a.e. z ∈ RL+M .

As usual we shall write gu in place of π(g)u.
A function u defined on RL+M is said to be G-invariant, if

u(gz) = u(z), ∀ g ∈ G, a.e. z ∈ RL+M .
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Then u ∈ E is G-invariant if and only if u ∈ Σ, where

Σ := Ea = Ẽ ∩ E.

We observe that the norm

‖u‖ =
{∫

RL+M

(|∇u(z)|p + a(z)|u(z)|p)dz
} 1

p

is G-invariant.
In order to study our problem we give the assumptions on the nonlinear

function F . We assume that F : RL×RM ×R → R is a Carathéodory function, which
is locally Lipschitz in the second variable, satisfying condition (F1) and moreover:

(F2) lim
s→0

max{|ξ| : ξ ∈ ∂F (z, s)}
|s|p−1 = 0 uniformly for every z ∈ RL+M .

(F3)There exists ν > p such that

νF (z, s) + F 0(z, s;−s) ≤ 0, ∀(z, s) ∈ RL+M × R.

(F4) There exists r > 0 such that

inf{F (z, s) : (z, |s|) ∈ RL+M × [r,∞)} > 0.

Remark 6.27. a) If F : RL+M × R → R satisfies (F1) and (F2), then for every
ε > 0, there exists c(ε) > 0 such that

i) |ξ| ≤ ε|s|p−1 + c(ε)|s|r−1, ∀ ξ ∈ ∂F (z, s), (z, s) ∈ RL+M × R;
ii) |F (z, s)| ≤ ε|s|p + c(ε)|s|r, ∀ (z, s) ∈ RL+M × R.

b) If F : RL+M × R → R satisfies (F1), (F3) and (F4), then there exist c2, c3 > 0
and ν ∈]p, p?[ such that

F (z, s) ≥ c2|s|ν − c3|s|p.

To study the existence of the solutions of problem (Pλ), it is sufficient to
prove the existence of critical points of the functional Iλ (see Lemma 6.25).

We have the following result, which appear in the paper of Lisei-Varga [36].

Theorem 6.28. (Lisei-Varga [36]) Let F : RL × RM × R → R be a function, which
satisfies (F1)-(F4) and F (·, s) is G-invariant for every s ∈ R. Then for every λ > 0
problem (Pλ) has a nontrivial positive solution.

Before to prove this result we introduce some notations and we prove some
auxiliary results. We have that the cone K is G-invariant, it follows that ψK is G-
invariant. Taking into account that the action of G is linear and isometric on E, we
deduce that the function χ(u) = 1

p ||u||
p is G-invariant. The function F is also G-

invariant, because F (·, s) is G-invariant for every s ∈ R. If we apply Theorem 3.8, it
is sufficient to prove that the functional IΣ := Iλ

∣∣∣
Σ

has critical points, which implies
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that the functional Iλ has critical points, which are solutions for problem (Pλ). We
introduce the following notations:

|| · ||Σ = || · ||
∣∣∣
Σ
, FΣ = F

∣∣∣
Σ
, ψΣ = ψK

∣∣∣
Σ

and the restricted duality map AΣ : Σ → Σ∗ with AΣ = A
∣∣∣
Σ
. Therefore we have

IΣ(u) =
1
p
||u||pΣ − λFΣ(u) + ψΣ(u).

In the next we verify that the conditions of Theorem 3.4 are satisfied by the functional
IΣ.

Proposition 6.29. If F : RL ×RM ×R → R verifies the conditions (F1)-(F3) and
F (·, s), s ∈ R is G- invariant, then IΣ satisfies the (PS) condition, for every λ > 0.

Proof. Let λ > 0 and c ∈ R be some fixed numbers and let (un) ⊂ Σ be a sequence
such that

IΣ(un) =
1
p
||un||pΣ − λFΣ(un) + ψΣ(un) → c (6.49)

and for every v ∈ Σ we have

〈AΣun, v−un〉+λ
∫

RL+M

F 0(z, un(z);un(z)−v(z))dz+ψΣ(v)−ψΣ(un) ≥ −εn||v−un||Σ,

(6.50)
for a sequence (εn) in [0,+∞[ with εn → 0.

By (6.49) one concludes that (un) ⊂ K ∩ Σ. Setting v = 2un in (6.50), we
obtain

〈AΣun, un〉+ λ

∫
RL+M

F 0(z, un(z);−un(z))dz ≥ −εn||un||Σ. (6.51)

By (6.49) one has for large n ∈ N that

c+ 1 ≥ 1
p
||un||pΣ − λFΣ(un). (6.52)

We multiply inequality (6.51) with ν−1 and use Proposition 4.5 to obtain

εn
||un||Σ
ν

≥ −〈AΣun, un〉
ν

− λ

ν

∫
RL+M

F 0(z, un(z);−un(z))dz. (6.53)

Adding the inequalities (6.52) and (6.53), and using (F3) we get

c+ 1 +
εn

ν
||un||Σ ≥

(
1
p
− 1
ν

)
||un||pΣ

− λ

∫
RL+M

[F (z, un(z)) +
1
ν
F 0(z, un(z);−un(z))]dz

≥
(

1
p
− 1
ν

)
||un||pΣ.
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From this, we get that the sequence (un) ⊂ K∩Σ is bounded. Because E is reflexive,
it follows that Σ is reflexive too and there exists an element u ∈ Σ such that un ⇀ u

weakly. Since K ∩ Σ is closed and convex, we get u ∈ K ∩ Σ. Moreover, from (6.50)
with v = u we obtain

〈AΣun, u− un〉+ λ

∫
RL+M

F 0(z, un(z);un(z)− u(z))dz ≥ −εn||un − u||Σ. (6.54)

From this we get

〈AΣun, un − u〉 ≤ λ

∫
RL+M

F 0(z, un(z);un(z)− u(z))dz + εn||un − u||Σ

≤ λ

∫
RL+M

max{ξn(z)(un(z)− u(z)) : ξn(z) ∈ ∂F (z, un(z))}dz + εn||un − u||Σ

≤ λ

∫
RL+M

(
ε|un(z)|p−1 + c(ε)|un(z)|r−1

)
|un(z)− u(z)|dz + εn||un − u||Σ.

Hence, by Hölder’s inequality and the fact that the inclusion Σ ↪→ Lp(RL+M ) is
continuous (see Theorem 6.26), we obtain

〈AΣun, un−u〉 ≤ λεC(p)||un−u||Σ||un||p−1
p +λc(ε)||un−u||r||un||r−1

r +εn||un−u||Σ.

Moreover, the inclusion Σ ↪→ Lr(RL+M ) is compact for r ∈]p, p∗[ (see Theorem 6.26),
therefore ||un − u||r → 0 as n → +∞. For ε → 0+ and n → +∞ we obtain that
lim sup
n→+∞

〈AΣun, un − u〉 ≤ 0. Finally, since the duality operator JΣ has the (S+)

property we obtain un → u in K, because K is closed. �

Proposition 6.30. If F : RL × RM × R → R verifies (F1)-(F4) and F (·, s) is
G-invariant for every s ∈ R, then for every λ > 0 the following assertions are true:

i) there exist constants αλ > 0 and ρλ > 0 such that IΣ(u) ≥ αλ for all
||u||Σ = ρλ;

ii) there exists eλ ∈ K with ||eλ|| > ρλ and IΣ(eλ) ≤ 0.

Proof. From Remark 6.27 and from the fact that the embedding Σ ↪→ Ll(RL+M ) is
continuous for l ∈ [p, p?], it follows that

FΣ(u) ≤ εCp(p)||u||pΣ + c(ε)Cr(r)||u||rΣ,

for every u ∈ Σ. It is suffices to restrict our attention to elements u which belong to
K ∩ Σ, otherwise IΣ(u) will be +∞, i.e. i) holds trivially.

Let λ > 0 be arbitrary. We choose ε ∈]0, 1
pλCp(p) [ and for u ∈ K∩Σ we have

IΣ(u) =
1
p
||u||pΣ − λFΣ(u) ≥

(
1
p
− λεCp(p)

)
||u||pΣ − λc(ε)Cr(r)||u||rΣ.
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We denote by M = 1
p − λεCp(p) and N = λc(ε)Cr(r) and we consider the function

g : R+ → R given by g(t) = Mtp −Ntr. The function g attains its global maximum

in the point tλ =
(
pM
rN

) 1
r−p

. If we take ρλ = tλ and αλ ∈]0, g(tλ)[, the condition i)
is fulfilled.

To prove ii) from b) Remark 6.27 we observe that for every u ∈ K ∩ Σ we
have

IΣ(u) ≤ 1
p
||u||pΣ + λc3C

p(p)||u||pΣ − λc2||u||νν .

If we fix an element v ∈ (K ∩ Σ) \ {0} and in place of u we put tv, then we
have

IΣ(tv) ≤
(

1
p

+ λc3C
p(p)

)
||v||pΣt

p − λc2||v||ννtν .

From this we see that if t is large enough, then ||tv||Σ > ρλ and IΣ(tv) < 0. If we
take eλ = tv we obtain the desired results. �

Proof of Theorem 6.28. Now we prove that the conditions of Theorem 3.4 are satisfied
by the functional IΣ. Because F (z, 0) = 0, it follows that

IΣ(0) =
∫

RL+M

F (z, 0)dz = 0.

From Proposition 6.29 we get that IΣ satisfies the (PS) condition. Proposition 6.30
implies that IΣ satisfies the conditions (i) and (ii) from Theorem 3.4, hence the
number

cλ = inf
f∈Γ

sup
t∈[0,1]

IΣ(f(t)),

where

Γλ = {f ∈ C([0, 1],Σ) : f(0) = 0, f(1) = eλ },

is a critical value of IΣ with cλ ≥ αλ. �

In the next we replace (F3) and (F4) with the following two conditions
(F ′3) There exist q ∈]0, p[, ν ∈ [p, p?], α ∈ L

ν
ν−q (RL+M ), β ∈ L1(RL+M ) such that

F (z, s) ≤ α(z)|s|q + β(z)

for all s ∈ R and a.e. z ∈ RL+M ;

(F ′4) There exists u0 ∈ K such that
∫

RL+M

F (z, u0(z))dz > 0.

We have the following result.

Theorem 6.31. (Lisei-Varga [36]) Let F : RL × RM × R → R be a function which
satisfies (F1),(F2), (F

′
3), (F

′
4) and F (·, s) is G-invariant for all s ∈ R. Then

there exists an open interval Λ0 ⊂ Λ such that for each λ ∈ Λ0 problem (Pλ) has at
least three distinct solutions which are axially symmetric.
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To prove Theorem 6.31 we combine Theorem 3.5 with Theorem 3.8. First we
consider the functional f : E × Λ →] −∞,+∞] given by f(u, λ) = I1(u) + λI2(u),
where

I1(u) =
1
p
||u||p + ψK(u), I2(u) = −F(u) = −

∫
RL+M

F (z, u(z))dz.

As in Lemma 6.25 we have that every critical point of the function f = I1 + λI2

is a solution of problem (Pλ). Using Theorem 3.8 it is sufficient to prove that the
functional fΣ =

(
I1 +λI2

)∣∣∣
Σ

satisfies conditions from Theorem 3.5, where we choose
h1,Ψ1, h2 : Σ → R

h1(u) =
1
p
||u||pΣ, Ψ1(u) = ψΣ(u), h2(u) = −FΣ(u) = −

∫
RL+M

F (z, u(z))dz, u ∈ Σ,

and take

I1 = h1 + Ψ1, I2 = h2.

First we prove that (a1) holds.

Proposition 6.32. If F : RL×RM ×R → R verifies the conditions (F1) and (F2),
then h1 is weakly sequentially lower semicontinuous and h2 is weakly sequentially
continuous.

Proof. The weakly sequentially lower semicontinuity of h1 = 1
p || · ||

p
Σ is standard

(every convex lower semicontinuous function is sequentially lower semicontinuous, see
e.g. [7]).

In order to prove the weakly sequentially continuity of h2 we assume that (un)
is a sequence in Σ such that un ⇀ u (in Σ). We will prove that FΣ(un) → FΣ(u).

By Lebourg’s Mean Value Theorem (see [10]) it follows that there exist θn ∈
[0, 1] and vn ∈ ∂FΣ(u+ θn(un − u)) such that

FΣ(un)−FΣ(u) = 〈vn, un − u〉.

We denote wn = u+θn(un−u). Using the definition of F0
Σ, Proposition 4.5 it follows

that

FΣ(un)−FΣ(u) ≤ (FΣ)0(wn;un − u) ≤
∫

RL+M

F ◦(z, wn(z);un(z)− u(z))dz

=
∫

RL+M

max
{
〈v(z), un(z)− u(z)〉 : v ∈ ∂F (z, wn(z))

}
.

Now we use Remark 6.27 to get

FΣ(un)−FΣ(u) ≤
∫

RL+M

(
ε|wn(z)|p−1 + c(ε)|wn(z)|r−1

)
|un(z)− u(z)|dz.
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We use Hölder’s inequality and the fact that the inclusion Σ ↪→ Lp(RL+M ) is contin-
uous (see Theorem 6.26) to obtain

FΣ(un)−FΣ(u) ≤ εC(p)‖un − u‖Σ‖wn‖p−1
p + c(ε)C(r)‖un − u‖r‖wn‖r−1

r . (6.55)

Now we use the same ideas as before for −FΣ and find the existence of τn ∈ [0, 1] and
v̂n ∈ ∂(−FΣ)(u+ τn(un − u)) such that

FΣ(u)−FΣ(un) = 〈v̂n, un − u〉.

We denote ŵn = u+ τn(un − u). Using the definition of −F0
Σ, and properties of the

generalized gradient (see [10]), it follows that

FΣ(u)−FΣ(un) ≤ (−FΣ)0(ŵn;un − u) = (FΣ)0(ŵn;u− un).

Analogously to (6.55) we get

FΣ(u)−FΣ(un) ≤ εC(p)‖un − u‖Σ‖ŵn‖p−1
p + c(ε)C(r)‖un − u‖r‖ŵn‖r−1

r . (6.56)

Using (6.55) and (6.56) we have

|FΣ(un)−FΣ(u)| ≤ εC(p)‖un − u‖Σ(‖wn‖p−1
p (6.57)

+‖ŵn‖p−1
p ) + c(ε)C(r)‖un − u‖r(‖wn‖r−1

r + ‖ŵn‖r−1
r ).

The inclusion Σ ↪→ Lr(RL+M ) is compact for r ∈]p, p∗[ (see Theorem 6.26), then we
get that ||un−u||r → 0 as n→ +∞, while the sequences (wn) and (ŵn) are bounded
in the ‖ · ‖p and ‖ · ‖r norms. Then in (6.57) we get FΣ(un) → FΣ(u). Hence h2 is
weakly sequentially continuous. �

Proof of Theorem 6.31. For this let u ∈ K ∩ Σ, from condition (F
′
3) and from the

fact that the embedding Σ ↪→ Lν(RL+M ) is continuous and q < p it follows that

fΣ(u, λ) ≥ 1
p
||u||pΣ − λ

∫
RL+M

α(z)|u(z)|qdz − λ

∫
RL+M

β(z)dz

≥ 1
p
||u||pΣ − λ||α|| ν

ν−q
||u||qν − λ||β||1

≥ 1
p
||u||pΣ − λ||α|| ν

ν−q
Cq(q)||u||qΣ − λ||β||1.

Therefore, if ||u||Σ → +∞, we have fΣ(u, λ) → +∞. Let (un) ⊂ K ∩ Σ be a
sequence such that

fΣ(un, λ) → c (6.58)

and for every v ∈ Σ we have

〈AΣun, v−un〉+λ
∫

RL+M

F 0(z, un(z);un(z)−v(z))dz+ψΣ(v)−ψΣ(un) ≥ −εn||v−un||Σ,

(6.59)
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for a sequence (εn) in [0,+∞[ with εn → 0. From (6.58) follows that the sequence
(un) is bounded in K∩Σ and as in Proposition 6.29 we get that there exists an element
u ∈ K ∩ Σ such that un → u. Let us define the function

g(t) = sup
{
FΣ(u) :

1
p
||u||pΣ ≤ t

}
.

Using ii) from Remark 6.27 and the fact that the inclusion Σ ↪→ Ll(RL+M ), l ∈ [p, p?]
is continuous, it follows that

g(t) ≤ εCp(p)t+ c(ε)Cr(r)t
r
p . (6.60)

On the other hand g(t) ≥ 0 for each t > 0, then from the above relation we get

lim
t→0+

g(t)
t

= 0. (6.61)

By (F
′
4) it is clear that u0 6= 0 (since F(0) = 0). Therefore it is possible to choose a

number η such that

0 < η < FΣ(u0)
[
1
p
||u0||pΣ

]−1

.

From lim
t→0+

g(t)
t

= 0 it follows the existence of a number t0 ∈
]
0, 1p ||u0||pΣ

[
such that g(t0) < ηt0. Thus

g(t0) <
[
1
p
||u0||pΣ

]−1

FΣ(u0)t0.

Let ρ0 > 0 such that

g(t0) < ρ0 <

[
1
p
||u0||pΣ

]−1

FΣ(u0)t0. (6.62)

Due to the choice of t0 and (6.62) we have

ρ0 < FΣ(u0). (6.63)

Define h : Λ = [0,+∞[→ R by h(λ) = ρ0λ. We prove that the function h

satisfies the inequality

sup
λ∈Λ

inf
u∈K∩Σ

(fΣ(u, λ) + h(λ)) < inf
u∈K∩Σ

sup
λ∈Λ

(fΣ(u, λ) + h(λ)).

The function

Λ 3 λ 7→ inf
u∈K∩Σ

[
1
p
||u||pΣ + λ(ρ0 −FΣ(u))

]
is obviously upper semicontinuous on Λ.
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From (6.63) it follows that

lim
λ→+∞

inf
u∈K∩Σ

[fΣ(u, λ) + ρ0λ] ≤ lim
λ→+∞

[
1
p
||u0||pΣ + λ(ρ0 −FΣ(u0))

]
= −∞. (6.64)

Thus we find an element λ ∈ Λ such that

sup
λ∈Λ

inf
u∈K∩Σ

(fΣ(u, λ) + ρ0λ) = inf
u∈K∩Σ

[
1
p
||u||pΣ + λ(ρ0 −FΣ(u))

]
. (6.65)

From g(t0) < ρ0 it follows that for all u ∈ Σ with 1
p ||u||

p
Σ ≤ t0, we have FΣ(u) < ρ0.

Hence

t0 ≤ inf
{

1
p
||u||pΣ : FΣ(u) ≥ ρ0

}
. (6.66)

On the other hand,

inf
u∈K∩Σ

sup
λ∈Λ

(fΣ(u, λ) + ρ0λ) = inf
u∈K∩Σ

[
1
p
||u||pΣ + sup

λ∈Λ
(λ(ρ0 −FΣ(u)))

]
= inf

{
1
p
||u||pΣ : FΣ(u) ≥ ρ0

}
.

Thus (6.66) is equivalent with

t0 ≤ inf
u∈K∩Σ

sup
λ∈Λ

[fΣ(u, λ) + ρ0λ]. (6.67)

There are two distinct cases:
(I) If 0 ≤ λ < t0

ρ0
, we have

inf
u∈K∩Σ

[
1
p
||u||pΣ + λ(ρ0 −FΣ(u))

]
≤ fΣ(0, λ) = λρ0 < t0.

Combining the above inequality with (6.65) and (6.67) we obtain the inequal-
ity from (a2) Theorem 3.5.
(II) If t0ρ0

≤ λ, then from ρ0 < FΣ(u0) and (6.62) it follows

inf
u∈K∩Σ

[
1
p
||u||pΣ + λ(ρ0 −FΣ(u))

]
≤ 1

p
||u0||pΣ + λ(ρ0 −FΣ(u0))

≤ 1
p
||u0||pΣ +

t0
ρ0

(ρ0 −FΣ(u0)) < t0.

Theorem 3.5 implies that there exists an open interval Λ0 ⊂ Λ, such that for
each λ ∈ Λ0, the function fΣ(·, λ) has at least three critical points in K∩Σ. Therefore,
problem (Pλ) has at least three distinct solutions for every λ ∈ Λ0. This ends the
proof. �

We conclude this subsection with two examples for which Theorem 6.28 and
6.31 can be applied.
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Example 6.33. Let k ∈ R, k > 1. We define the sequence of real numbers (An) by
A0 = 0, and

An =
1
1k

+
1
2k

+
1
3k

+ · · ·+ 1
nk
, n ≥ 1.

Let r > p > 2. We consider the functions f, F : R → R given respectively by

f(s) = s|s|p−2(|s|r−p +An) for s ∈]− n− 1,−n] ∪ [n, n+ 1[, n ∈ N,

F (u) =

u∫
0

f(s)ds for u ∈]− n− 1,−n] ∪ [n, n+ 1[, n ∈ N.

Clearly F satisfies (F1), (F2), (F3) and (F4), hence owing to Theorem 6.28 problem
(Pλ) has a nontrivial positive solution.

Example 6.34. Let A : RL → R be a continuous, nonnegative, not identically zero,
axially symmetric function with compact support in RL. We consider F : RL×RM ×
R → R defined by

F ((x, y), s) = A(x) min{sr, |s|q} for (x, y) ∈ RL × RM , s ∈ R,

where r ∈
]
p,

(L+M)p
L+M − p

[
is an odd number and q ∈]0, p[. The function F satisfies

the assumptions (F1), (F2), (F ′3) and (F ′4) and F (·, s) is G-invariant for all s ∈ R.
Theorem 6.31 implies that there exists an open interval Λ0 ⊂ Λ such that for each
λ ∈ Λ0 problem (Pλ) has at least three distinct solutions which are axially symmetric.
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