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ON THE USE OF ABEL-JENSEN TYPE COMBINATORIAL
FORMULAS FOR CONSTRUCTION AND INVESTIGATION OF

SOME ALGEBRAIC POLYNOMIAL OPERATORS OF
APPROXIMATION

DIMITRIE D. STANCU AND ELENA IULIA STOICA

Abstract. The aim of this paper is to present some Abel-Jensen type

combinatorial formulas useful for construction and investigation of some

algebraic polynomial linear positive operators of approximation of univari-

ate functions from the space C[0, 1].

In the first part of the paper we present the Abel generalization

(1.1) of the classical binomial formula. Then we mention the two Abel

type formulas (1.2) and (1.3), as well as the Vandermonde-Jensen formula

(1.5).

In the second section one extends to factorial powers the preceding

formulas. Then we establish the combinatorial identities (2.2)-(2.5), which

are used to give the basic polynomials, depending on two non-negative

parameters α and β.

In the third section we use these polynomials for construction

several linear positive operators, depending on four parameters, associated

to function f ∈ C[0, 1]. Some particular cases of these operators were

investigated by several authors mentioned at the end of the paper. Finally,

we want to mention that in the paper [10] of Cheney and Sharma was

proved that the operator Qn reproduces only the constant functions.

In the fourth section are investigated the approximation proper-

ties of the operator Qα,β
m , defined at (3.3). In the last section are given

evaluations of the remainder term of the approximation formula (5.1).
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1. Introduction

We start with the celebraten generalization of the Newton binomial formula,

given in 1826, by the outstanding mathematical genius represented by the Norwegian

Niels Henrik Abel [1], namely

(u + v)n =
n∑

k=0

(
n

k

)
u(u− kβ)k−1(v + kβ)n−k, (1.1)

where β is a non-negative parameter.

We mention also the Abel type formulas

(u + v + nβ)n =
n∑

k=0

(
n

k

)
u(u + kβ)k−1(v + (n− k)β)n−k, (1.2)

(u + v + nβ)n =
n∑

k=0

(
n

k

)
(u + kβ)kv(v + (n− k)β)n−k−1. (1.3)

Jensen [29] has obtained a new symmetrical identity of Abel

(u + v(u + v + nβ))n−1 =
n∑

k=0

(
n

k

)
u(u + kβ)k−1v(v + (n− k)β)n−k−1. (1.4)

In the paper [18] the American mathematician H.W. Gould gave the following

generalization of the Vandermonde formula(
u + v + nβ

n

)
=

n∑
k=0

(
u + kβ

k

)(
v + (n− k)β

n− k

)
v

v + (n− k)β
,

which can be written, by using the factorial powers, under the form

(u + v + nβ)[n] =
n∑

k=0

(
n

k

)
(u + kβ)[k]v(v + (n− k)β)[n−k−1].

The factorial power of a non-negative order n and increment h of u is defined

by the formula

u[n,h] = u(u− h) . . . (u− (n− 1)h), u[0,h] = 1.

When h = 1 we write u[n,1] = u[n].
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We shall also consider the generalized Vandermonde-Jensen formula

u + v

u + v + nβ

(
u + v + nβ

n

)
=

n∑
k=0

u

u + kβ

(
u + kβ

k

)
v

v + (n− k)β

(
v + (n− k)β

n− k

)
.

(1.5)

Jensen [29] has made the remark that formula (1.5) and the following formula(
u + v

n

)
=

n∑
k=0

u

u + kβ

(
u + kβ

k

)(
v − kβ

n− k

)
(1.6)

have been given earlier by I.G. Hagen [6] in 1891, but without demonstration.

These two formulas are particular cases of the more general formula

a(u + v − nβ) + bnu

u(u + v)(v − nβ)

(
u + v

n

)
=

n∑
k=0

a + bk

(u + kβ)(v − kβ)

(
u + kβ

k

)(
v − kβ

n− k

)
,

given by Hagen [6] without any proof.

Jensen [29] has given also the new and elegant identity

n∑
k=0

(
u + kβ

k

)(
v − kβ

n− k

)
=

n∑
k=0

(
u + v − k

n− k

)
βk, (1.7)

which can be seen in the book: ”Combinatorial Identities” [23] of H.W. Gould.

In order to prove the identity (1.7) we introduce first the following notation

G(u, v, n) =
n∑

k=0

(
u + kβ

k

)(
v − kβ

n− k

)
.

It is easy to see that we can write successively

G(u, v, n) =
n∑

k=0

(
u + kβ

k

)(
v − kβ

n− k

) {
u

u + kβ
+ β

k

u + kβ

}

=
n∑

k=0

u

u + kβ

(
u + kβ

k

)(
v − kβ

n− k

)

+ β
n∑

k=1

(
u− 1 + kβ

k − 1

)(
v − kβ

n− k

)
.

By using an identity (1.6) given in the paper of H.W. Gould ([18], pag. 71),

as well as the Vandermonde-type convolution (1.10) from the same paper, we are able
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to write the equality:
n∑

k=0

u

u + kβ

(
u + kβ

k

)(
v − kβ

n− k

)
=

(
u + v

n

)
,

so that we can obtain the relation

G(u, v, n) =
(

u + v

n

)
+ β

n−1∑
k=0

(
u− 1 + β + kβ

k

)(
v − β − kβ

n− 1− k

)
.

Consequently we can write the Jensen recurrence formula

G(u, v, n)− βG(u− 1 + β, v − β, n− 1) =
(

u + v

n

)
. (1.8)

By using this we are able to write

βG(u− 1 + β, v − β, n− 1)− β2G(u− 2 + 2β, v − 2β, n− 2) = β

(
u + v − 1

n− 1

)
and by successive application of (1.8) and summing the resulting relations we ulti-

mately obtain

G(u, v, n)− βrG(u− r + rβ, v − rβ, n− r) =
r−1∑
k=0

(
u + v − k

n− k

)
βk.

Letting r = n + 1 we find the relation (1.7), which we intended to prove.

Now we want to point out that the identity (1.7) is a counterpart for the

Abel-type series:
n∑

k=0

(u + kβ)k

k!
· (v − kβ)n−k

(n− k)!
=

n∑
k=0

(u + v)k

k!
· βn−k.

One way to prove this is to develop a recurrence relation, or to carry through

a limiting process, as was noted in the paper of Gould [18].

Ending this section we mention, with Gian-Carlo Rota and Ronald Mullin

([49], pag. 168 and 195), that the Abel polynomials

pn(x) = x(x− an)n−1

are the basic polynomials of the Abel operator EaD (here D is the differentiation

operator and Ea is the shift operator or the translation operator).

We have DEa = EaD : x(x− na)n−1 → nx(x− (n− 1)a)n−2.
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Finally, I consider that it is important to mention a generating relation from

the monograph of Boas and Buck ([6], pag. 34) for the general difference polynomials

ext =
∞∑

n=0

pn(x)
n!

[(et − 1)eβt]n,

where β is a real parameter.

For β = 0 we get the Newton binomial polynomials

pn(x) =
(

x

n

)
= x(x− 1) . . . (x− n + 1)/n!,

while for β = −1
2

we obtain the Stirling interpolation polynomials.

2. Extensions to factorial powers of the Abel-Jensen combinatorial

formulas

As we have mentioned above, we denote by u[n,h] the factorial power of order

n (n ≥ 0) and increment h of u, that is

u[n,h] = u(u− h) . . . (u− (n− 1)h), u[0,h] = 1, u[n,1] = u[n].

By extension to factorial powers the Abel combinatorial formula (1.1) we

obtain

(u + v)[n,h] =
n∑

k=0

(
n

k

)
u(u− kβ)[k−1,h](v + kβ)[n−k,h], (2.1)

where β is a non-negative parameter.

If we replace here h = −α, where α is a non-negative parameter, we get the

identity

(u + v)[n,−α] =
n∑

k=0

(
n

k

)
u(u− kβ)[k−1,−α](v + kβ)[n−k,−α].

Now we select u = x and v = 1− x and we obtain the important identity

n∑
k=0

(
n

k

)
x(x− kβ)[k−1,−α](1− x + kβ)[n−k,−α] = 1[n,−α]

= 1(1 + α)(1 + 2α) . . . (1 + (n− 1)α). (2.2)
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By using the Abel-Jensen combinatorial formula (1.4) we are able to write

n∑
k=0

(
n

k

)
x(x + kβ)[k−1,−α](1− x)(1− x + (n− k)β) = (1 + nβ)[n−1,−α]. (2.3)

According to the combinatorial formula (1.2), we get the identity

n∑
k=0

(
n

k

)
x(x + kβ)[k−1,−α](1− x + (n− k)β)[n−k,−α] = (1 + nβ)[n,−α] (2.4)

while from (1.4) we obtain

n∑
k=0

(
n

k

)
(x + kβ)[k,−α](1− x)(1− x + (n− k)β)[n−k−1,−α] = (1 + nβ)[n,−α]. (2.5)

By using the combinatorial identities (2.2), (2.3), (2.4) and (2.5) we can

introduce the basic polynomials

sα,β
m,k(x) =

1
1[m,−α]

m∑
k=0

(
m

k

)
x(x− kβ)[k−1,−α](1− x + kβ)[m−k,−α]

qα,β
m,k(x) =

1
(1 + mβ)[m−1,−α]

m∑
k=0

(
m

k

)
x(x+kβ)[k−1,−α](1−x)(1−x+(n−k)β)[m−k,−α]

pα,β
m,k(x) =

1
(1 + mβ)[m,−α]

m∑
k=0

(
m

k

)
x(x + kβ)[k−1,−α](1− x + (m− k)β)[m−k,−α]

rα,β
m,k(x) =

1
(1 + mβ)[m,−α]

m∑
k=0

(
m

k

)
(x+kβ)[k,−α](1−x)(1−x+(m−k)β)[m−k−1,−α].
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ON THE USE OF ABEL-JENSEN TYPE COMBINATORIAL FORMULAS

3. Linear positive operators constructed by means of the basic polynomials

considered in the preceding section

For any function f ∈ C[0, 1] we construct linear positive operators, depending

on four parameters:

(Sα,β,γ,δ
m f)(x) =

m∑
k=0

sα,β
m,k(x)f

(
k + γ

m + δ

)
,

(Qα,β,γ,δ
m f)(x) =

m∑
k=0

qα,β
m,k(x)f

(
k + γ

m + δ

)
,

(Pα,β,γ,δ
m f)(x) =

m∑
k=0

pα,β
m,k(x)f

(
k + γ

m + δ

)
,

(Rα,β,γ,δf)(x) =
m∑

k=0

rα,β
m,k(x)f

(
k + γ

m + δ

)
,

(3.1)

where 0 ≤ γ ≤ δ.

In the case β = γ = δ = 0 these operators reduce to the Stancu operator Sα
m,

introduced and investigated in the paper [55]:

(Sα
mf)(x) =

m∑
k=0

sα
m,k(x)f

(
k

m

)
,

where

sα
m,k(x) =

(
m

k

)
x[k,−α](1− x)[m−k,−α]

1[m,−α]
.

This operator was further investigated and applied by several authors. B.

Della Vecchia [12], A. Di Lorenzo - M.R. Occorsio [13], F. Frenţiu [17], I. Horova and

Budikova [27], G. Mastroianni and G. Occorsio [40], [41], I.A. Rus [50], S. Toader [61]

and others.

If we select α = γ = δ = 0 then we arrive at the operators of Cheney and

Sharma [10] Pm and Qm.

For γ = δ = 0 the operator (3.1) becomes

(Qα,β
m f)(x) =

m∑
k=0

qα,β
m,k(x)f

(
k

m

)
, (3.2)
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where

qα,β
m,k(x) =

(
m

k

)
x(x + kβ)[k−1,−α](1− x)(1− x + (m− k)β)[m−k−1,−α]

(1 + mβ)[m−1,−α]
.

When α = 0 this operator will be the second operator of Cheney-Sharma

[10], defined by the formula

(Qmf)(x;β) =
m∑

k=0

qm,k(x;β)f
(

k

m

)
,

where

qm,k(x;β) =
(

m

k

)
x(x + kβ)k−1(1− x)(1− x + (m− k)β)m−1−k

(1 + mβ)m−1
.

It will be easy to prove that this operator is similar with the Bernstein oper-

ator Bm, and preserves the linear functions.

4. Convergence properties of the sequence (Qα,β
m )

For the convergence of the sequence of operators Qα,β
m , defined at (3.3), we

shall use the classical theorem of Bohman-Korovkin [7], [33], which can be stated as

follows:

If we have a sequence of linear positive operators Lm : C[a, b] → C[a, b] and we

have (Lmsk) converges uniformly to sk on [a, b] for k = 0, 1 and 2, where sk(x) = xk,

then the sequence (Lmf) converges uniformly to f on [a, b] for each f ∈ C[a, b]. In

our case [a, b] = [0, 1] and we have the operators Qm, defined at (3.3).

According to Abel-Jensen combinatorial formula (2.3) we can see that

Qα,β
m e0 = e0.

In the case of the next test function e1 we have

(Qα,β
m e1)(x) =

1
(1 + α + mβ)[m−1,−α]

(Zα,β
m e1)(x) (4.1)

where

(Zα,β
m e1)(x) =

m∑
k=1

k

m

(
m

k

)
x(x+α+kβ)[k−1,−α](1−x)(1−x+α+(m−k)β)[m−k−1,−α]
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=
m∑

k=1

(
m− 1
k − 1

)
x(x + α + kβ)[k−1,−α](1− x)(1− x + α + (m− k)β)[m−1−k,−α].

By changing the index of summation k − 1 = j, we get

(Zα,β
m e1)(x) = x

m−1∑
j=0

(
m− 1

j

)
(x+α+β+jβ)[j,−α](1−x)(1−x+(m−1−j)β)[m−2j,−α].

(4.2)

Now we shall use an extension to factorial powers of the Abel combinatorial

formula

(u + v + nβ)[n,h] =
n∑

k=0

(
n

k

)
(u + kβ)[k,h]v(v + (n− k)βh)[n−k−1,h]. (4.3)

We have to replace here n = m − 1, h = −α, u = x + α + β, v = 1 − x and

we arrive at the following identity

(1 + α + mβ)[m−1,−α]

=
m−1∑
k=0

(
m− 1

b

)
(x + α + β + bβ)[k,−α](1− x)(1− x + (m− k − 1)β)[m−2−k,−α].

According to (3.4), (3.5) and (3.6) we can write:

Qα,β
n e1 = e1.

Consequently, our operator reproduces the linear functions.

Going on to the next test function e2 we find that

(Qα,β
m e2)(x) =

1
m

m∑
k=1

[
k

m
+

k(k − 1)
m

]
qα,β
m,k(x)

=
1

m
(Qα,β

m e1)(x)+
1

m

m∑
k=2

(
m− 1

m− 2

)
x(x+α+kβ)[k−1,−α](1−x)(1−x+α+(m−k)β)[m−k−1,−α]

=
x

m
+

m− 1
m

m−2∑
j=0

(
m− 2

j

)
(x+α+2β+jβ)[j+1,−α](1−x+α+(m−2−j)β)[m−3−j,−α].

Now if we use again the extension to factorial powers of the Abel combina-

torial formula, we can see that Qα,β
m e2 tends uniformly to e2 on [0, 1], when m tends

to infinity.
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By applying the Bohman-Korovkin [7], [3]] convergence criterion we can state

the following result: if f ∈ C[0, 1] and the parameters α and β are non-negative and

depend on m such that α = α(m) → 0 and mβ(m) → 0, when m tends to infinity,

then the sequence (Qα,β
m f) converges uniformly to f on [0, 1].

5. Evaluations of the remainder term

Because the operator Qα,β
m reproduces the linear functions, we can state that

the approximation formula

f(x) = (Qα,β
m f)(x) + (Rα,β

m f)(x) (5.1)

has the degree of exactness N = 1.

Assuming that the function f has a continuous second derivative on the

interval [0, 1], we can represent the remainder of this formula under the following

integral form

(Rα,β
m f)(x) =

∫ 1

0

Gα,β
m (t;x)f ′′(t)dt, (5.2)

where

Gα,β
m (t;x) = (Rα,β

m ϕx)(t), ϕx(t) = (x− t)+ =
x− t + |x− t|

2
,

understanding that Rα,β
m operates on ϕx as a function of x.

The above integral representation of the remainder can be obtained if we

make use of the well-known theorem of Peano.

For the Peano kernel, associated to our operator, we have

Gα,β
m (t;x) = (x− t)+ −

m∑
k=0

qα,β
m,k(x)

(
k

m
− t

)
+

. (5.3)

In order to find an explicit expression of this kernel, we assume that x ∈
[
s− 1
m

,
s

m

]
and we can write

Gα,β
m (t;x) = x− t−

∑
qα,β
m,k(x)

(
k

m
− t

)
(5.4)

for t ∈
[
j − 1
m

,
j

m

]
, where 1 ≤ j ≤ s− 1.
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If we consider that t ∈
[
s− 1
m

,x

]
, then we obtain

Gα,β
m (t;x) = x− t−

∑
k≥s

qα,β
m,k(x)

(
k

m
− t

)
, (5.5)

while for t ∈
[
x,

s

m

]
we get

Gα,β
m (t;x) = −

∑
k≥s

qα,β
m,k(x)

(
k

m
− t

)
.

In the case t ∈
[
j − 1
m

,
j

m

]
, where j > s, we have

Gα,β
m (t;x) = −

∑
k≥j

qα,β
m,k(x)

(
k

m
− t

)
.

Because the degree of exactness of the formula (5.1) is one, by replacing

f(x) = x− t, the corresponding remainder vanishes and we obtain

x− t−
m∑

k=0

qα,β
m,k(x)

(
k

m
− t

)

=
j−1∑
k=0

qα,β
m,k(x)

(
k

m
− t

)
+

m∑
k=j

qα,β
m,k(x)

(
k

m
− t

)
.

Therefore we can write

x− t =
m∑

k=j

qα,β
m,k(x)

(
k

m
− t

)
= −

j−1∑
k=0

qα,β
m,k(x)

(
x− k

m

)
.

Consequently, the representation (5.4) can be replaced by

Gα,β
m (t;x) = −

j−1∑
k=0

qα,β
m,k(x)

(
t− k

m

)
,

if t ∈
[
j − 1
m

,
j

m

]
and 1 ≤ j ≤ s− 1, while (5.5) can be replaced by

Gα,β
m (t;x) =

s−1∑
k=0

qα,β
m,k(x)

(
t− k

m

)
,

when t ∈
[
s− 1
m

,x

]
.
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Because on the interval [0, 1] we have Gα,β
m (t;x) ≤ 0, we can apply the mean

value theorem to the integral and we obtain

(Rα,β
m f)(x) = f ′′(ξ)

∫ 1

0

Gα,β
m (t;x)dt, ξ ∈ (0, 1), (5.6)

under the hypothesis that f ∈ C2[0, 1].

If in the approximation formula

f(x) = (Qα,β
m f)(x) + f ′′(ξ)

∫ 1

0

Gα,β
m (t;x)dt

we replace f(x) = e2(x) = x2, we get∫ 1

0

Gα,β
m (t;x)dt =

1
2
[x2 − (Qα,β

m e2)(x)] =
1
2
(Rα,β

m e2)(x).

Consequently, we can see that the remainder of the approximation formula

(5.1) can be expressed under the following form

(Rα,β
m f)(x) =

1
2
(Rα,β

m e2)(x)f ′′(ξ), (5.7)

where 0 < ξ < 1.

Therefore we can state the following result:

If we have the function f ∈ C2[0, 1], then the remainder of the approximation

formula (5.1) can be represented under the integral form (5.6).

We mention that in the particular case α = β = 0, when Qm = Bm, the

corresponding approximation formula was established by D.D. Stancu in 1963 in the

paper [54].

Now we want to make the remark that because Qα
mf is interpolatory at both

sides of the basic interval [0, 1], it is clear that (Rα
me2)(x) had to contain the factor

x(x− 1).

Since Rmf 6= 0, if β = 0, for any convex function f of the first order, we can

apply a criterion of T. Popoviciu [46] and we can find that the remainder Rα
mf is of

a simple form. Therefore we can state the following result:

If the second-order divided differences of the function f are bounded on the

interval [0, 1], then there exist three distinct points tm,1, tm,2, tm,3 in the interval [0, 1],
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which might depend on f , such that the remainder of the approximation formula (5.1)

can be represented under the following form

(Rα
mf)(x) = (Rα

me2)(x)[tm,1, tm,2, tm,3; f ],

where the nodes are certain distinct points of the interval [0, 1].

It is clear that if f ∈ C2[0, 1] and we apply the mean-value theorem of divided

differences, then we can obtain formula (5.7).

In the case α = 0 we can see that we have

(Rmf)(x) =
x(x− 1)

2m
f ′′(ξ),

which represents the remainder in the case of the Bernstein approximation operator

Bm.

This result was obtained by D.D. Stancu in 1963 in the paper [54].
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